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An important question about electron-transfer proteins is how the environment of the redox site created by
the protein’s matrix affects their electron-transfer properties. Here, we investigate intramolecular electron
transfer in the [4Fe-4S] ferredoxins, which are a class of iron-sulfur electron-transfer proteins found in
numerous electron transport chains, including the photosynthetic pathway. These proteins are characterized
by having two [4Fe-4S] clusters, often but not always with the same reduction potential, and by the pseudo-
2-fold symmetry of the protein backbone. The nuclear polarization is calculated from molecular dynamics
simulations ofClostridrium acidiurici ferredoxin, with a total of 6 ns of simulation, and is then used to
calculate free energy reaction curves. In addition, we present here a new method, referred to as the Gaussian
parabola method, for obtaining the reaction energy∆G° and the reorganization energyλ from the mean and
fluctuations of the polarization, which is based on the linear response of a system with Gaussian fluctuations.
For ferredoxin, the calculated outer sphereλ is small (<200 meV) and is consistent with the lack of temperature
dependence in experimental measurements of rates for this protein; however, the rate calculated from the
calculatedλ is consistent with experimental values if the inner sphereλ is large. The calculations also indicate
that the contribution of the protein toλ is smaller than that of the solvent, which implies that the protein
enhances the rate of electron transfer by providing an environment that has a low reorganization energy.

Introduction

Electron-transfer proteins serve a vital role in the transport
and utilization of cellular energy. They are ubiquitous to all
life and are found in the pathways of cellular respiration,
photosynthesis, and nitrogen fixation. These proteins use
oxidation-reduction chemistry to transfer an electron from a
donor site to an acceptor site and thus can be described by
theories for electron transfer,1,2 in which the environment is
assumed to affect the rate of an electron-transfer reaction.
Specifically, in Marcus theory, the polarization of the environ-
ment is assumed to respond linearly to changes in charge, which
means that the environmental free energy functions are quadratic
or parabolic, with the same curvature.

Free energy curves for electron-transfer reactions have been
studied from computer simulations with methods pioneered by
Warshel and co-workers.3-6 For example, the exchange between
two benzene-like solutes,5 ferric-ferrous self-exchange,7-9

rubredoxin self-exchange,10 and the photosynthetic reaction
center11-13 have all been studied by using these methods. In
these studies, the assumption of a quadratic free energy curve
was reasonable, although a nonlinear response leading to
nonparabolic free energy curves becomes apparent under certain
conditions, such as the self-exchange of electrons for small ions.9

Electron-transfer reactions are highly efficient in biological
systems, transferring electrons over relatively large distances
and with very fast rates.14 For example, electrons can be

transferred between reduced hemes over distances of 10 to 20
Å at physiologically significant rates.14 The means by which
electron-transfer proteins control these reactions is of great
interest, both for basic understanding of these systems and also
for bioengineering applications. Specifically, an important
question is how the protein is able to provide an environment
that gives rise to small activation energies. While mutations
along the entire pathway between the two sites may affect the
electronic coupling, mutations close to the redox sites also have
been shown to affect the thermodynamic properties of electron
transfer15 and thus are more likely to affect∆G‡ due to the
contributions of the reorganization energy. Although a signifi-
cant amount of work has been performed on electron transfer
between ruthenium-modified histidines and natural redox centers
in proteins,16,17 the focus here is on electron transfer between
natural sites in proteins, namely, the ferredoxins.

Ferredoxins (Fd) are a group of small (6 to 12 kDa, 55 to
100 aa) iron-sulfur electron-transfer proteins that are found in
a wide range of biological functions, including nitrogen fixa-
tion,18 proton transfer,19 and reduction-oxidation reactions in
the cytoplasm.20,21[4Fe-4S]-type ferredoxins consist of aâRâ-
âRâ fold motif containing either one or two cubane-like [4Fe-
4S] clusters, where the basic structure consists of two iron sulfur
clusters and a quasi-2-fold symmetry of the backbone (Figure
1).22 The iron atoms in the redox cluster of ferredoxin are ligated
to the rest of the protein by cysteinyl residues with a ligation
pattern Cys1-X2-Cys2-X2-Cys3-Xn-Cys4, where superscripts in-
dicate the four ligands of one cluster, X is any residue, andn
indicates that the fourth redox site ligand is far removed (either
upstream or downstream) in sequence from the first three
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ligands.23 The two-cluster ferredoxins have two of these ligation
patterns, which can alternatively be described by the sequence
motif Cys1-X2-Cys2-X2-Cys3-X-Cys4′, where the superscript 4′
indicates a ligand of a different cluster than the unprimed
superscripts. Ferredoxins with two [4Fe-4S] redox sites are
known to transfer electrons between the sites24 and the transfer
is fast on the NMR time scale (k > 104 s-1).25 The relevant
redox couple for the [4Fe-4S] ferredoxins is [Fe4S4(SR)4]2-/3-,
which has characteristic potentials from-645 to 0 mV.26 The
reduction potentials may be the same for both sites or different
by as much as 192 mV.27 High-resolution (<2.3 Å) X-ray crystal
or NMR solution structures of four one-cluster and seven two-
cluster ferredoxins, plus a number of mutant ferredoxins, have
been solved and are available in the Brookhaven Protein Data
Bank (PDB).28 Additionally, the sequences of approximately
120 species are available.

Here, the intramolecular electron-transfer reaction of ferre-
doxin is studied, specifically, the transfer of an extra electron
between the two oxidized [4Fe-4S] clusters (or [Fe4S4(SR)4]2-),
which is advantageous for several reasons. First, the donor and
the acceptor are bound and therefore no orientation effects need
to be considered.29,30 Second, the distance between the donor
and acceptor can be calculated from the crystal structures in
the PDB.31 Third, ferredoxins are well characterized, with
intramolecular transfer rates on the order of 106 s-1.15 Finally,
computational studies have identified sequence determinants of
the reduction potential.32 Specifically, Clostridium acidurici
ferredoxin (Ca Fd) is studied in this work. Ca Fd is an example
of the simplest form of ferredoxin (Fajardo and Ichiye, to be
published), and a high-resolution crystal structure (0.98 Å)31 is
available in the PDB. The protein is very symmetric and thus
the redox sites are in relatively similar environments with similar
reduction potentials of approximately-420 mV.33 The similar
reduction potentials indicate that the driving force should be
relatively small; however, transfer has been shown to be fast
on the NMR time scale and theoretical electron-transfer
pathways have been calculated.15,29-31

In this work, molecular dynamics simulations of Ca ferredoxin
are performed with different oxidation states of the redox sites.
The nuclear polarization of the protein around the redox site is
calculated from the trajectories and is then used to estimate the
free energy curve, driving force, activation energy, reorganiza-
tion energy, and electron transfer rate for the electron-transfer
reaction in Ca Fd. These parameters are calculated from the
simulation both via the standard method and a new method.
The standard method involves a least-squares fit of a parabola

to a free energy curve for the reaction calculated from a
histogram of the polarization energies. The new method
presented here relates the parameters directly to the mean and
fluctuation of the polarization energies by making the assump-
tion that the polarization energies follow a Gaussian distribution.
Both methods are outlined fully in the Methods section.

Methods

Theory. Consider the following electron-transfer reaction,

where a donor (D) transfers an electron to an acceptor (A). In
ferredoxin, the donor and the acceptor are the two respective
iron-sulfur clusters, such that

or

The letters R and P will be used to refer to the reactants
(D3-A2-) and products (D2-A3-) of eq 2, respectively, and
∆Ga(X) will refer to the value of the free energy as a function
of the reaction coordinateX with the donor and acceptor in state
a; i.e., a) R, P. Marcus theory assumes that the reaction
coordinate is the polarization of the environment and that the
free energy for a given state as a function of the polarization
coordinate is parabolic, as shown in Figure 2, where∆GR(X) is
the free energy curve of the reactants,∆GP(X) is the free energy
curve of the products,∆G‡ is the activation barrier,∆G° is the
driving force, andλ is the reorganization energy.1 This leads to
the well-known Marcus relation

where the activation barrier is shown to be a function of the
driving force and the reorganization energy.

The free energy curves are constructed by using the molecular
version of Marcus theory, as developed by Warshel and co-
workers.3-6 This method calculates the free energy curves
∆GR(X) and∆GP(X) from the ratio of the probability of being
at X on the reaction coordinate versus the probability of being
at the minimum,

whereP(X) is the probability ofX, kB is Boltzmann’s constant,

Figure 1. Ribbon diagram ofClostridium aciduriciferredoxin (2FDN)
containing anRââ-Rââ pseudosymmetric backbone fold. The two
[4Fe-4S] clusters are shown in a ball-and-stick model and are labeled
as clusters 1 and 2.

Figure 2. A schematic representation of potential energy curves for
the electron-transfer reaction D- + A f D + A-, where D indicates
the donor and A indicates the acceptor,∆G° is the driving force,∆G‡

is the activation energy barrier, andλ is the reorganization energy.

Dm + An f Dm+1 + An-1 (1)

[Fe4S4(SR)4]
3-[Fe4S4(SR)4]

2- f

[Fe4S4(SR)4]
2-[Fe4S4(SR)4]

3- (2a)

D3-A2- f D2-A3- (2b)

∆G‡ )
(λ + ∆G°)2

4λ
(3)

∆GR(X) ) -kBT ln[PR(X)] (4a)

∆GP(X) ) -kBT ln[PP(X)] + ∆G° (4b)
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andT is the temperature. The functionsP(X) can be obtained
from simulations by histograms of reaction coordinateX.
However,X must be defined explicitly.

For the reaction coordinateX, a global reaction coordinate
for the many-dimensional coordinate space of this system is
defined rather than the conventional local reaction coordinate.34

Here, the reaction coordinate is the polarization coordinate,
defined as the difference in the electrostatic potential energy
(or electrostatic energy gap) between reactant charge state,
D3-A2-, and product charge state, D2-A3-, for a given nuclear
configuration r , following the method by Warshel and co-
workers,13 such that

and

where a) R, P.Va is the electrostatic energy,qγi is the partial
charge at the center of the atomi in the respective redox siteγ,
qj is the partial charge at the center of the atomj in the
environment, andrij is the distance between atomsi andj. The
atoms of the redox site here are chosen as all atoms of the cluster
including the cysteinyl S and C. The free energyG of the entire
system of reacting species and solvent can be defined along
the global reaction coordinate. Combining eqs 4a and 4b with
eq 5a, the relationship between the free energy surfaces and
the global reaction coordinate, defined as the electrostatic energy
gap between two charge states, is

where rR are the nuclear configurations from the molecular
dynamics trajectories of the reactant state, andrP are the nuclear
configurations from the molecular dynamics trajectories of the
product state.

Molecular Dynamics Simulations. Molecular dynamics
simulations were carried out with use of the molecular mechan-
ics package CHARMM29b2.35 The simulations were carried out
in the microcanonical ensemble with a target temperature of
300 K, using the particle mesh Ewald (PME) summation
algorithm.36 The time step was 1 fs. Cubic boundary conditions
of 45× 45× 45 Å3 were utilized, with a grid spacing of 0.9375
Å, a â-spline coefficient equal to 6, and aκ value of 0.34. The
force field parameters consisted of the CHARMM19 param-
eters35 plus additional parameters for the iron-sulfur redox site
as described elsewhere.32 All nonpolar hydrogens were treated
via the extended atom model as part of the heavy atom to which
they are attached, and all bonds containing hydrogen were held
at their equilibrium bond lengths by using the SHAKE
algorithm.37 No atomic polarizability was included and a
dielectric constant of 1 was used throughout the simulations.
Our experience with different parameters indicates that a
different force field would not result in qualitative differences.38

The high-resolution crystal structure (0.94 Å) of the fully
oxidized structure for Ca Fd was obtained from the Brookhaven
Protein Data Bank28 (2FDN).31 In what follows, the donor (D)
refers to the site ligated by residues 8, 11, 14, and 47 (cluster
1) and the acceptor (A) refers to the site ligated by residues 37,
40, 43, and 18 (cluster 2). Two forms of the protein were
simulated, D3-A2- and D2-A3-, which utilized the fully
oxidized structure as starting structures but with the appropriate

oxidized and reduced potential energy parameters for each site.
The protein was completely solvated in a 45× 45 × 45 Å3

box of preequilibrated TIP3P39 water as implemented in
CHARMM. All solvent waters within 2.6 Å of any non-
hydrogen protein atom or crystal water oxygen were then
deleted, resulting in 2782 total waters. Next, the solvent was
relaxed slightly by 50 steps of steepest descent energy mini-
mization followed by 2.0 ps of molecular dynamics with
Gaussian assignment of velocities every 0.2 ps in which only
the solvent was allowed to move and the protein remained fixed.
Next, counterions40-42 were added by replacing a water molecule
with an ion near each charged group (a sodium ion for the
negatively charged side chains, the C-terminus, and the redox
clusters, and a chlorine ion for the positively charged side chains
and the N-terminus) of the protein to make the system net
neutral. Thus, the final system consisted of 2765 TIP3P waters,
15 Na+ ions, 2 Cl- ions, and the protein. The solvent
environment was equilibrated by fixing the protein while the
counterion and solvent velocities were propagated for 60 ps,
during which time the velocities were scaled every 0.2 ps to a
target temperature of 300( 5 K. Finally, the entire system was
equilibrated, where velocities were assigned to the entire system
according to a Gaussian distribution every 200 fs. Following
this assignment, the velocities were allowed to scale every 200
fs if the temperature exceeded 300( 5 K until there was no
scaling for at least 20 ps. The amount of scaling was ap-
proximately 180 ps for both systems. The system was then
allowed to run unrestrained for 3.3 ns and the last 3 ns of data
were analyzed for each system.

Free Energy Curves.The electrostatic potential energyV
at each time step in the trajectory data was calculated by using
Coulomb’s law. The differences in the electrostatic potential
energy∆V between two donor and acceptor charge states, i.e.,
D3-A2- and D2-A3-, were then calculated for each of the
reactant and product nuclear configurations. The free energy
curves were then constructed by two methods outlined below.

The first method involves fitting histograms of the data and
will be referred to as “fit” parabolas. First, histograms of the
energy gap∆V were constructed by using 20 equally spaced
energetic values. Next, the free energy curves for the reactant
and product systems were calculated via eqs 6a and 6b. Finally,
the free energy curves from the histograms were fit by least
squares to parabolic functions. The driving force,∆G°, was
calculated simply by setting the reactant∆GR(∆V) equal to the
product∆GP(∆V) at ∆V ) 0, using the method of Warshel and
co-workers.13 Then, the activation energy,∆G‡, was calculated
from the fitted curves by finding the height of the reactant
parabolic curve at the point where the reactant and product
surfaces intersect. Next, the reorganization energy,λ, was
calculated from the activation energy and the driving force by
using the Marcus relation (eq 3). In addition, the reorganization
energy of reactants,λR, was calculated as the difference in the
free energy of the reactants (i.e. the reactant curve) at the reactant
minimum versus the product minimum, and the reorganization
energy of the products,λP, was calculated as the difference in
the free energy of the products (i.e. the product curve) at the
product minimum versus the reactant minimum. To estimate
the relative error in calculating theses parameters, each of the
3-ns simulation data was equally divided into three segments
of 1 ns data. Each segment was then used to construct individual
free energy curves separately and the standard relative errors
were estimated for the quantities calculated.

The free energy curves can also be constructed by using a
few parameters from the MD simulation. On the basis of

∆V(r ) ) VP(r ) - VR(r ) (5a)

Va ) ∑
γ)D,A

∑
i

∑
j

(qγiqj)/rij (5b)

∆GR(∆V) ) -kBT ln{PR[∆V(rR)]} (6a)

∆GP(∆V) ) -kBT ln{PP[∆V(rP)]} + ∆G° (6b)
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previous work,43 the parabolas of the reactant and product were
constructed from the mean values and the dynamic fluctuations
of the reaction coordinateµa) 〈X〉a and σa

2 ) 〈(X - 〈Xa〉)2〉a,
respectively, for state a) R, P, and will be referred to as the
“Gaussian” parabolas. The previous work was based on the
linear response of a system with Gaussian fluctuations, which
leads to further relationships for parameters describing the
parabolic free energy curves, namelyλ, ∆G°, and ∆G‡. The
minima of the parabolas are atXa ) µa and the corresponding
force constants of the parabolas are given byka ) kBT/σa

2, where
kB is the Boltzmann constant andT is the temperature so that
the free energy is given by

If kP ) kR ) k, the relationship is simplified greatly. The
reorganization energy is thus

The transition state atX ) X‡ is defined by

and the activation energy is given by

i.e., the Marcus relation. Furthermore, ifX‡ ) 0, then from eq 9

However, ifkP * kR, the reorganization energies are different
for the products and reactants

whereλP is the reorganization energy of state fromX ) XR to
X ) XP andλR is defined analogously. The transition state is now

Although a closed form expression for∆GRfP
‡ may be ob-

tained from substituting eq 13 into∆GR(X‡), an equation related
to eq 9 is obtained by substituting

to obtain

whereλ(1) ) (kPXP
2 - 2kPXPXR + kRXR

2)/2 andλ(2) ) (kPXP -
kRXR)2/2kR, which easily reduces to eq 10 ifkP ) kR. This also
means that a value ofλ calculated by substituting∆G° and∆G‡

into eq 10 will give aλ that is related to the average ofλP and
λR. Furthermore, ifX‡ ) 0, then from eq 14

In this work,∆G° is calculated by using eq 16,λP andλR by
using eq 12,λ by using eq 8, and∆G‡ by using eq 15.

Results

Fit Parabolas The distributions of the reaction coordinate
for both the reactants (D3-A2-) and products (D2-A3-) (Figure
3) were obtained by constructing the corresponding histograms
of the electrostatic energy gap∆V (see Methods). The results
are analyzed for the total system, the backbone plus polar side
chains, and the solvent plus counterions and charged side chains.
Although there is obviously coupling between various compo-
nents, this separation gives an indication of the contribution of
protein versus solvent, which will be addressed in the Discus-
sion. Previous work44 has indicated the contribution of the
charged side chains is highly correlated with the counterions
so that they are included with the solvent rather than the proteins,
and the counterions cannot be considered independent of the
solvent because they are highly coupled as well. All the
distributions are fit well by the Gaussian distribution. The
backbone and polar side chains (Figure 3, top panel) have a
narrow probability distribution when compared to both solvent
plus counterions and charged side chains (Figure 3, middle
panel) and the total system (Figure 3, bottom panel), since the
protein is more constrained than the solvent environment. This
indicates that the wide distribution of the electrostatic energy
of the total system is mainly due to the flexible solvent
environment.

∆GR(X) ) 1
2
kR(X - XR)2 (7a)

∆GP(X) ) 1
2
kP(X - XP)

2 + ∆G° (7b)

λP ) λR ) λ ) 1
2
k(XP - XR)2 (8)

X‡ )
k(XP

2 - XR
2)/2 + ∆G°

k(XP - XR)
(9)

∆GRfP
‡ ) ∆GR(X‡) )

(λ + ∆G°)2

4λ
(10)

∆G° ) 1
2
k(XR

2 - XP
2) (11)

λa ) 1
2
ka(XP - XR)2 (12)

X‡ )
(kPXP - kRXR) ( [kPkR(XP - XR)2 - 2(kP - kR)∆G°]1/2

kP - kR

(13)

X‡ )
(kPXP

2 - kRXR
2)/2 + ∆G° + (kP - kR)X‡2/2

kPXP - kRXR
(14)

∆G‡ )
(λ(1) + ∆G° + (kP - kR)X‡/2)2

4λ(2)
(15)

Figure 3. Distribution of electrostatic energy difference between
D3-A2- and D2-A3- charge states for reactant (O) and product (b)
systems. The dotted curves are corresponding Gaussian fits. The top
panel is for the protein backbone and polar side chains (BB+PSC);
the middle panel is for the solvent plus counterions and charged side
chains (Solvent); and the bottom panel is for the total system (Total).

∆G° ) 1
2
(kRXR

2 - kPXP
2) (16)
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The free energy curves of an intramolecular electron-transfer
reaction assuming no driving force for Ca Fd were calculated
from the histograms by using eq 6 and the calculated curves
were fitted to parabolas (Figure 4, bottom panel). The free
energy curves for the backbone and polar side chains of the
protein (Figure 4, top panel) and the solvent plus counterions
and charged side chains of the protein (Figure 4, middle panel)
were also constructed. All the curves were fit well by the
parabolas. However, the reactant and product curves for the
backbone and polar side chains of the protein have different
curvatures (as also reflected in the histograms of Figure 3),
despite the quasi-2-fold symmetry of the protein fold with
respect to the two iron-sulfur centers. This is discussed more
fully in the Discussion section.

The various parameters describing the intramolecular electron
transfer of Ca Fd were calculated from the fitted parabola free
energy curves. The calculated driving force for the total system
is ∆G° ) -0.7 kcal/mol (in the Discussion following this
section, calculated energies compared with experiment are given
in both kcal/mol and meV). The other electron-transfer quantities
were calculated both with the calculated driving force and with
∆G° ) 0 (Table 1), since the error in the calculated driving
force is high. When the driving force was considered to be zero,
∆G‡ ) 1.1 kcal/mol, while when the driving force was added,
∆G‡ ) 0.8 kcal/mol. From the parabolic shape of the curves,λ
is independent of∆G° so for the total system,λ ) 4.3 kcal/

mol. Approximate values for the activation and reorganization
energies due to the backbone and polar side chains (∆G‡ ) 0.4
( 0.2 andλ ) 1.7 ( 1 kcal/mol, respectively) and the solvent
plus counterions and charged side chains (∆G‡ ) 0.6 ( 0.4
andλ ) 2.6 ( 2 kcal/mol, respectively) were also calculated
from the fitted curves for the two components. SinceλR ) 3.4
kcal/mol andλP ) 5.4 kcal/mol, the averageλ ) 4.4 kcal/mol
is close to the value from the Marcus relationship.

Gaussian Mean ParabolasOverall, the constructed Gaus-
sian parabolas are very similar to the free energy curves ob-
tained by the least-squares fit to the histograms (Figures 5 and
6). The calculated mean values of reaction coordinates for
reactant and product areXR ) 32.5 kcal/mol andXP ) -34.6
kcal/mol, with root-mean-square dynamic fluctuations ofσR )
19.3 kcal/mol andσP ) 15.8 kcal/mol, respectively, were also
used to calculate the electron-transfer parameters (Table 1). The
calculated reorganization energies areλR ) 3.6 kcal/mol from
the force constantkR ) 1.6 × 10-3 mol/kcal, andλP ) 5.4
kcal/mol from the force constantkP ) 2.4 × 10-3 mol/kcal.
The average of the root-mean-square dynamical fluctuations of
the reaction coordinates for reactant and product systems,σ )

x(σR
2+σP

2)/2 ) 17.6 kcal/mol, gives a calculated average
force constant of 1.9× 10-3 mol/kcal so that the average
reorganization energy is 4.3 mol/kcal. The calculated driving
force is∆G° ) -0.6 kcal/mol by using eq 16.

Electron-Transfer Rate. According to Marcus theory, the
rate constant for a nonadiabatic ET process is given by1

Figure 4. Calculated free energy curves for reactant (O) and product
(b) systems assuming zero driving force between the reactant and
product. The solid lines are corresponding parabolic fits of the calculated
data. The top panel is for the protein backbone and polar side chains
(BB+PSC); the middle panel is for the solvent plus counterions and
charged side chain (Solvent); and the bottom panel is for the total system
(Total).

TABLE 1: Calculated Thermodynamic Parameters
(kcal/mol)

∆G° λP λR λ ∆G‡ a

fit -0.7( 0.5 5.4( 5 3.4( 3 4.3( 3 0.8( 0.7
(1.1( 0.7)

Gaussian -0.6( 0.4 5.4( 3 3.6( 2 4.3( 3 0.8( 0.6
(1.0( 0.6)

a Numbers in parentheses assume∆G° ) 0.

Figure 5. Calculated free energy curves for the total system assuming
zero driving force. Dashed lines are the fitted parabolas, obtained from
simulated data (O andb), and dotted lines are the Gaussian parabolas.

Figure 6. Calculated free energy curves for the total system assuming
nonzero driving force (Table 1). Dashed lines are the fitted parabolas,
obtained from simulated data (O and b), and dotted lines are the
Gaussian parabolas.
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Supposing the intervening protein is a homogeneous medium
andTDA ) T°DA exp[-â(r - ro)], whereT°DA is the electronic
coupling at van der Waals contact (ro) andâ ) 1.4 Å-1 is the
distant decay coefficient, the ET rate can be simplified at room
temperature to3,15,45

wherer is the distance in Å between donor and acceptor andλ
and∆G° are in eV. For the Ca Fd, the shortest distance of 10
Å between the Fe atoms and the center-to-center distance of 12
Å between two [4Fe-4S] clusters were used in the calcula-
tions.15 The experimental work by Moulis’s group used a
distance of 10 Å.15

The rate of electron transfer,κet, was calculated with and
without the inclusion of the calculated driving force assuming
r is 10 Å. Since this calculation only gives the outer sphere
reorganization energy, a value of 0.64 eV46 was estimated for
the inner sphere reorganization energy so that the total reorga-
nization energy, which is approximately the sum of the inner
and outer sphere reorganization energies, was about 0.8 eV. For
the fit or Gaussian parabolas,κet is about 8× 106 s-1 if the
calculated driving force was included and about 5× 106 s-1 if
the driving force was set to zero.

Discussion

Overall, the histograms show that the free energy curve is
parabolic. The harmonic nature of the free energy curve is
consistent with findings in other proteins.13 Furthermore, there
is an excellent agreement between the values calculated from
the least-squares fit to the histograms and the values obtained
by the Gaussian parabola method. This indicates that the
Gaussian parabola method is an accurate and simple method of
extracting the various electron-transfer parameters directly from
the simulation.

The parabolas for the reactants and products show different
curvatures with a largerk for the products than the reactants.
This actually leads to the overall negative reaction free energy.
This seems contrary to the pseudosymmetry of ferredoxin.
However, the reason may lie in part in the fact that the symmetry
is not complete. To have a more completely symmetrical
molecule, the N and C termini, which lie near cluster 2, would
have to be connected by an additional three residues, or in other
words, cluster 2 is more solvent accessible. Presumably, the
more polar environment around cluster 2 leads to a greater
dielectric behavior for the products where the extra electron is
on cluster 2 in which thek is larger and the mean is shifted
further away from∆V ) 0. Furthermore, there appears to be a
nonlinear response behavior in the reactants as indicated by the
tail in the reactant histogram. Since the protein around a cluster
expands when the extra electron is on that cluster, this tail may
be due to a slightly greater probability of “expansion” around
cluster 2 in the reactants (in which the electron is in cluster 1)
due to motion of N and C termini. This means a larger
population of product-like configuration in the reactant simula-
tions.

The calculated driving force in the electron transfer is
relatively small (-0.7( 0.5 kcal/mol) -30 ( 21 meV, Table
1), which is in reasonable agreement with recent experimental
estimates (-0.14 kcal/mol) -6 meV)15 and is also consistent

with the fact that both [4Fe-4S] redox sites in Ca Fd have
similar reduction potentials of∼420 mV.

The calculated reorganization energy for the entire system is
relatively low (4.3 kcal/mol) 186 meV), indicating fast
intramolecular electron transfer between the two [4Fe-4S]
clusters of Ca Fd. This value is lower than the value of 0.5 to
1 eV estimated in other proteins via experiment.15 The separate
calculated contributions of the polar part of the protein and the
aqueous solution plus charged side chains are not additive since
there is obviously coupling between these contributions, but can
be used as an estimate of the relative contributions. The
reorganization energy due to the protein backbone and polar
side chains alone (1.7 kcal/mol) 74 meV) is relatively low,
which is consistent with the fact that the protein backbone is
more constrained and less able to reorganize upon transfer of
an electron between two [4Fe-4S] redox sites. Likewise, the
reorganization energy due to the aqueous solution (2.6 kcal/
mol ) 113 meV) is relatively higher, which is consistent with
the fact that the solvent and counterions can reorganize more
easily than the protein upon transfer of the electron from one
redox site to the other. These results indicate that protein
decreases the overall reorganization energy relative to a pure
solvent environment. This is consistent with the findings for
cytochromec by Warshel and co-workers, where the reorga-
nization energy was shown to be significantly smaller in proteins
than in water.47

Finally, the estimated rate here for the intramolecular electron
transfer in Ca Fd is on the order of 106 s-1, which is comparable
to the experimental rate, also on the order of 106 s-1.15 This
rate was calculated by using the same distancer and the same
electronic coupling decay coefficient,â, in TDA as was used in
the experimental work of Moulis,15 which assumed that it is
independent of the structural features of the intervening protein
matrix and so the parameters were chosen based on values from
other proteins. In Moulis’s work, good agreement with the
measured rate constants was obtained with these parameters
whenλ was chosen as 0.5 (giving a rate of 3.5× 107) to 1.0
eV (giving a rate of 1.0× 106), which are values based on
other proteins.15 However, values ofλ between 0.5 and 1.0 eV
imply that the rate should increase 30% to 90%, respectively,
in the temperature range of 283 to 308 K used in the experiment
whereas the measured rates suggested that the rate was tem-
perature independent. Since the inner sphere reorganization
energy has been estimated to be from 0.3348 to 0.6446 eV and
there is uncertainty in the values ofr andâ as well, the total
reorganization energy might actually be smaller. Regardless,
our results appear consistent with Moulis’s work, which
indicates that the outer sphere reorganization is small.

Another important aspect of this work is that it is demon-
strated here that the intramolecular electron-transfer properties
can be estimated by using molecular dynamics simulations. In
particular, the use of the Gaussian parabolas rather than the fit
parabolas is an accurate way of calculating the parameters. More
fundamentally, this is a demonstration of the linear response of
a system with Gaussian fluctuations. Thus, since the histograms
show that the fluctuations in the polarization are Gaussian, the
polarization energy is linear.

Conclusions

The results presented here show that the electron-transfer
properties of Ca Fd can be calculated by using MD simulations.
First, the calculated driving force between the two [4Fe-4S]
redox sites in Ca Fd is very small, in agreement with the
experimental measurement and consistent with the fact that the

κet ) (2π/pTDA
2)(4πλkBT)-1/2 exp[-(λ + ∆G°)2/(4λkBT)]

(17)

logκet ) 15.2- 0.6r - 3.1(λ + ∆G°)2/λ (18)
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reduction potentials of the both redox sites in Ca Fd are highly
similar (∼420 mV). Second, the calculated outer sphere
reorganization energies are relatively small, suggesting that the
intramolecular electron transfer between the two [4Fe-4S]
clusters is fast. Third, our estimated rate is in good agreement
with experiment. Finally, the Gaussian parabola method is
shown to be a more efficient method for obtaining the electron-
transfer properties than fitting parabolas to free energy curves
from histograms.
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