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1. Introduction
Dihydrogen has the potential to act as a “clean’’ alternative

to fossil fuels.1 The oxidation of dihydrogen, either electro-
chemically or via combustion, leads only to the production
of water. Unfortunately, the best synthetic catalysts for H2

production and consumption utilize the expensive and
relatively scarce noble metal platinum. The hydrogenase
enzymes hold out the hope of using the base metals iron
and nickel for these processes.

This review will focus on computational studies of H-H
bond cleavage and formation by the hydrogenase enzymes.
In all cases so far, density functional theory (DFT) has been
used in these studies. Various aspects of the hydrogenase
enzymes have been the subject of a number of recent
reviews.2-22 The activation of dihydrogen by discrete,
synthetic transition-metal complexes has also been the subject
of a number of excellent reviews.23-40

The activation of dihydrogen is generally a difficult
process. The H2 molecule is, in fact, so stable that it was
used as an “inert’’ gas in early air-free chemistry. The
following physical properties of H2 combine to make it a
very unreactive molecule: (1) The H-H bond is remarkably
strong. (2) The H2 molecule is completely nonpolar. (3) The
H2 molecule is a very poor acid.

The amount of energy required for homolytic cleavage of
the H-H bond into two hydrogen atoms is+103.25(1) kcal/
mol.41 As shown in Table 1, this value places the H-H bond
among the strongest single bonds.42 Because most new H-X
bonds will generally be weaker than the H-H bond, there
is often little or no thermodynamic driving force for the
cleavage of the H-H bond.

The uncatalyzed heterolytic cleavage of the H-H bond is
also difficult. The strength of the H-H bond and its lack of
polarity contribute to the poor kinetic and thermodynamic
acidity of H2. The pKa values for a series of monoprotic
“acids’’, dissolved in either tetrahydrofuran or acetonitrile
solvent, are given in Table 2. Dihydrogen with an estimated
pKa of 49 in tetrahydrofuran solvent is among the weakest
acids.

The H2 ase enzymes may be broadly classified by
specifying the transition-metal content of their active sites.
The three main classes of hydrogenase enzymes are the
nickel-iron ([NiFe]),46-48 iron-iron ([FeFe]),49,50 and the
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Table 1. Bond Dissociation Energies for H-X Bonds

bond type average BDEa

H-F 135(1)b

H-O 109.60(4)
HsH 103.25(1)
H-Cl 102.3(1)
H-C 98.3(8)
H-N 92(2)

a Data from ref 41 in kcal/mol.b Error in last digit is given
parenthetically.

Table 2. Proton Dissociation Constants for Several Compounds
in Organic Solvents

acid pKa solvent ref

HH 49 THF 43
Ph3CH 44 THF 43
Cyclohexane-OH 38 THF 43
Ph2PH 35 THF 43
CH3COOH 22.3 CH3CN 44
CH3(C6H4)SO3H 8.0 CH3CN 45
CF3SO3H 2.60 CH3CN 45
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so-called iron-sulfur cluster-free hydrogenases, which until
recently were thought to be “metal-free’’.51-54 The [NiFe]
enzymes are primarily utilized for hydrogen oxidation,
whereas the [FeFe] enzymes are primarily utilized for proton
reduction. The iron-sulfur cluster-free hydrogenases are H2-
utilizing enzymes, which activate dihydrogen for use in
catabolic processes within the cell but do not catalyze H+

reduction or H2 oxidation. Certain organisms also contain
H2-sensing hydrogenases, which regulate H2 oxidation and/
or H+ reduction in these organisms.55,56

2. [NiFe] Hydrogenases

2.1. Structure and Active Site Models
The first crystal structure of a Ni-Fe hydrogenase was

obtained for the oxidized form ofDesulfoVibrio gigas at a

resolution of 2.85 Å.57,58 In the following years, X-ray
structures from other organisms were also obtained, for the
oxidized form of DesulfoVibrio fructosoVorans,59 for the
oxidized and reduced forms ofDesulfoVibrio Vulgaris
(Miyazaki F),60-62 and for the reduced form ofDesulfoVibrio
baculatus,47 where the last one is the first Ni-Fe-Se
hydrogenase structure (see Figure 1). Quite recently, two
different studies have obtained additional information on the
oxidized forms of the [NiFe] hydrogenases.63,64

The most surprising feature of the Ni-Fe active site in
all these hydrogenases is the ligand structure around iron
with three diatomic ligands. The identity of these ligands as
two CN and one CO ligand, which is unique for a
biochemical system, was demonstrated by infrared spectro-
scopy forAllochromatiumVinosum.65 There are also four
cysteine ligands, where two are bridging between the metals
and two are terminal nickel ligands. In the Ni-Fe-Se
enzyme, selenium is substituted for sulfur in one of these
terminal ligands, Cys492, indicating a special role in the
mechanism for this cysteine.

Because hydrogenases are enzymes where the purpose is
to make a charge separation (or the reverse), there have to
be pathways leading in different directions for the electrons
and the protons produced. The electron-transfer pathway is
easy to identify going over one or more Fe-S clusters. The
most nearby Fe-S cluster is shown in Figure 1. At least
two possible proton-transfer pathways have been identified.
One of these pathways starts at CysSe492 and goes over
Glu23 and several conserved water molecules, of which two
are shown in the figure, and leads to a Mg complex (not
shown) near the surface.19 Another pathway starts at the
bridging Cys495 ligand and goes straight out to the surface
via hydrogen bonds over His77, His430, and Tyr442. This
pathway is similar to the one suggested for Ni-CO dehy-
drogenase.66,67 Other proton-transfer pathways are also pos-
sible.
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2.1.1. Observed States

Extensive EPR spectroscopic studies indicate the acces-
sibility of several different enzyme states. These states can
be divided into two classes. Those which are observed in
connection with the enzyme in its active form in the presence
of dihydrogen belongs to the first class. These states are all
termed reduced, independently of the oxidation states
observed. The resting state in the active catalytic cycle is
termed Nia-C* and shows an EPR signal. Reduction of Nia-
C* yields Nia-SR, and oxidation yields Nia-S, both EPR-
silent forms. The X-ray structure in Figure 1 has been
identified as a mixture of the Nia-C*, Nia-S, and Nia-SR
states. The second class of states is observed after exposure
to air and are termed oxidized states. X-ray structures have
been obtained for two of these states, as described above.
One of them is Ni-A, termed the inactive, unready form
because the activation of this state may take hours. The recent
X-ray analysis of Ni-A suggests the presence of a bridging,
protonated peroxide, bidentately bound to nickel. The other
form is Ni-B, termed the inactive, ready enzyme because it
can be activated in seconds by H2 or by adding electrons
and protons. Ni-B is suggested to have a bridging hydroxide.
Ni-A and Ni-B are both EPR-active doublet states. For both
the reduced and the oxidized enzymes, several other states
have been observed under varying conditions, but these will
not be discussed in the present review.

2.1.2. Active Site Models
A variety of different models have been used in the

different DFT studies of [NiFe] hydrogenases. All of these
cannot be mentioned here, but three typical models of
different size are shown in Figure 2. The numbering of the
amino acids in these structures is that fromDesulfoVibrio
gigas, which is different from the one inDesulfoVibrio
baculatusin Figure 1. In the minimal model A, only the
directly liganding groups were included, apart from nickel,
iron, and the substrate. This is the model by far most
commonly used for DFT studies. In the medium size model
B, also Glu25, His79, Arg476, and Asp541 are included.
Glu25 is included because it is the first link to one of the
suggested proton-transfer pathways. It also has a relatively
strong hydrogen bond to Cys543, indicating that it is
protonated. In the particular version of this model shown in
the figure, the entire side chains of Glu25 and Cys543 were
included in the model because these amino acids were
considered likely to be directly involved in important proton
transfers. For the other amino acids, only the functional
groups were used in this particular model. The other amino
acids included are His79 because it forms a hydrogen bond
to one of the cysteines, Arg476 because it is charged and
very close to the position of the substrate, and Asp541 to
compensate for the charge of Arg476. Other amino acids
that might have been considered for inclusion are those
forming hydrogen bonds to the cyanides and also Asp114,
which is present in the largest model C in the figure because

Figure 1. X-ray structure for the reduced form of the [NiFe] hydrogenase fromDesulfoVibrio baculatus.
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it forms a salt bridge to Arg476. A major principle difference
between the minimal and medium size model in Figure 2 is
that some of the amino acids are not directly bound to the
metal in the larger model. To not allow an unreasonably large
flexibility for these ligands, some point(s) of each of these
amino acids must be kept frozen at the corresponding position
of the X-ray structure, marked with a * in Figure 2. All other
atoms in the models are fully optimized. This procedure is
well tested for many enzyme active sites68 but may turn out
to have larger difficulties in this particular case, due to the
unusually large number of charged amino acids. The charge
states are normally chosen as those at pH) 7; i.e.,
carboxylates are usually negative, and arginine is positive.

However, from a model study of the [NiFe] active site,69

His79 and Glu25 were chosen to be protonated.
Calculations on [NiFe] hydrogenase have also been done

using combined quantum mechanics, molecular mechanics
(QM/MM) models, where the entire enzyme is included in
the model. In these models, the QM part is approximately
the size of the small model A in Figure 2. It should be
emphasized that because compromises of this type have to
be done the energetics using the QM/MM model is not
necessarily more accurate than that obtained from a pure QM
model like C in Figure 2, even though all atoms in the
enzyme are included in the QM/MM model.70 However, in
the present case of [NiFe] hydrogenase, both QM/MM

Figure 2. Three models used for the active site of [NiFe] hydrogenase. Positions frozen from the X-ray structure are marked with *. Note
that the numbering of the amino acids is the one forDesulfoVibrio gigas which is different from the one in Figure 1.

Computational Studies of [NiFe] and [FeFe] Hydrogenases Chemical Reviews, 2007, Vol. 107, No. 10 4417



studies performed have focused on structures, where QM/
MM models should be superior even to large QM models.
In one of these studies, the structures of the intermediates
of the catalytic cycle were obtained and compared to
experiments.71 In the other one, a quantum refinement was
made of the crystallographic data for the oxidized enzyme.72

2.1.3. Spin State of the Active Complex

The spin states of intermediates involved in an enzymatic
mechanism are always an important issue. In the case of
[NiFe] hydrogenases, there has been a considerable debate
concerning the spin state of those intermediates in the
dihydrogen activation cycle that have an even number of
electrons, Nia-S and Nia-SR. The electronic ground state
(singlet or triplet) of these NiII intermediates is still contro-
versial. Parallel mode EPR,73 saturation magnetization,74 and
UV-visible MCD studies75 suggest singlet (diamagnetic)
spin states, and recent L-edge X-ray adsorption spectro-
scopy76 and DFT using the B3LYP functional77 suggest that
they could be triplet states. As discussed below, the structures
of these intermediates are likely to have either a bridging
hydride or no substrate at all.

The most careful theoretical analyses of the spin states of
the Nia-S and Nia-SR have been performed by Bruschi et
al.78 They did DFT calculations using the nonhybrid (without
exact exchange) BP86 functional and the hybrid (with exact
exchange) B3LYP functional for models of these two states
as well as for some nickel complexes where the spin states
are known. It is well-known that B3LYP favors high-spin
states in general, whereas nonhybrid methods favor low-spin
states.79 In fact, the singlet-triplet splitting generally depends
linearly on the amount of exact exchange, and this is the
case also for the Nia-S and Nia-SR states. From comparisons
on a number of transition-metal complexes with different
metals, it was found that an inclusion of 15% exchange is
often optimal in this context.79 This is closer to B3LYP which
has 20% exact exchange than to BP86 which has no exact
exchange. For Nia-S and Nia-SR, the sensitivity to the amount
of exact exchange is unusually high, and B3LYP favors the
triplet by about 5 kcal/mol while BP86 favors the singlet by
5-10 kcal/mol. Including 15% exact exchange leads to a
splitting near zero, which should thus be the best, although
rather uncertain, theoretical estimate at present. Remarkably,
the computed singlet and triplet reaction energy profiles for
[NiFe] hydrogenase are quite similar, so for a general
energetic and structural discussion of the hydrogenase
mechanism, the choice of spin state does not have a major
impact. Most commonly, the singlet state has been chosen
for the different DFT studies. The odd-electron systems are
doublets.

The spin populations in the doublet and triplet states rarely
show any spin on iron, indicating that iron nearly always
stays FeII and has a low-spin coupling of its d-electrons. This
is expected with the strong ligand field around iron mainly
produced by the CN and CO ligands. It should be added
that a low-spin coupling on iron is not common in biological
systems and is mainly limited to heme systems. Nickel, on
the other hand, takes on three different oxidation states in
the processes discussed below. For the closed-shell singlet
states, nickel is NiII. For the doublet states, nickel is mainly
in the NiIII state with a spin population close to one. However,
in the catalytic cycle, nickel also takes on the oxidation state
NiI with a spin population, 3d-population, and charge quite
similar to the ones in NiIII . The difference between NiI and

NiIII can therefore not be identified from its populations.
Instead, the assignment of an oxidation state is based on
normal counting conventions where cysteinates and CN
ligands are given a charge of-1 and a hydride is also given
a charge of-1. Given that iron is in the FeII state, the
oxidation state of nickel is found by matching the total charge
of the complex. The triplet state of nickel can appear under
certain circumstances and has a spin population of about 1.5.
In principle, NiIII could also be in a quartet state with three
spins. However, all attempts to converge a solution to NiIII -
FeII with three spins on nickel have so far failed and instead
gave an additional spin on iron. The cysteinates also
commonly carry some spin in the range 0.1-0.3 in both the
triplet and the doublet states, but significantly higher spin
populations indicating radical character may also occur under
certain circumstances.

2.2. Reaction Mechanism of [NiFe] Hydrogenases
The active cycle of [NiFe] hydrogenases is usually

illustrated by a scheme such as the one in Figure 3. It contains
the three intermediate states observed experimentally, Nia-
C*, Nia-S, and Nia-SR. Nia-C* is the resting state of the
catalytic cycle, and it is EPR-active as illustrated by the *
in its name. It is normally described as a NiIIIFeII state. Nia-
C* is connected to the other two states which are EPR-silent
(as denoted with an S). These two states are usually described
as NiIIFeII. The Nia-SR is termed reduced because overall it
has one more electron than Nia-C* and two more electrons
than Nia-S. The NiIIIFeII, Nia-C*, state is reached upon
oxidization of Nia-SR, which makes it clear that it is a
reduced state. In contrast, Nia-S is obtained by oxidizing Nia-
C*. Still its oxidation states are the same, NiIIFeII, as the
ones of Nia-SR. This may appear confusing, but there is in
fact nothing strange in this because the NiIIIFeII state of Nia-
C* could be internally reduced to NiIFeII by a hydride transfer
before it is oxidized to Nia-S, as will be described below.
To complete the cycle, Nia-SR can be reached by adding
dihydrogen to Nia-S. This step is termed a reduction because
electrons are added from dihydrogen, even though it does
not change the oxidation states of the metals. As described
above, the nomenclature with oxidized and reduced states
used for hydrogenase is different from the one normally used
in organometallic chemistry, where only the oxidation states
count.

2.2.1. Mechanism for Dihydrogen Activation
Before the present understanding of the dihydrogen

activation mechanism is summarized, a few words of caution
are needed. In connection with the recent X-ray structures
of the oxidized Ni-A state,63,64showing a bidentately bound
peroxide species, it became evident that the modeling used
in most studies of the mechanism of [NiFe] hydrogenase has
not been satisfactory. All small model studies performed

Figure 3. Active cycle of [NiFe] hydrogenases.
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suggested a quite different structure of Ni-A than the one
eventually found experimentally. Furthermore, the energy
difference between the preferred structure in the small models
and the experimental one is quite substantial, on the order
of 15 kcal/mol (see below). It is quite likely that the modeling
problems for Ni-A are present also for the states involved
in the mechanism of [NiFe] hydrogenase, and it would
therefore not be surprising if an entirely different mechanism
will eventually be found than any one of those described
here.

The heterolytic cleavage of dihydrogen has been studied
for [NiFe] hydrogenases by many groups using several
different models. Due to the severe problems of using small
models for the active site of [NiFe] hydrogenase mentioned
above, the present review of the mechanism will start out
from the results using the largest model so far.69 It is
important to clarify that this should not be interpreted as a
suggestion that this study should give the right mechanism.
On the contrary, much larger models than hitherto used are
needed to convincingly model the mechanism, and significant
modifications of the mechanism are likely to appear in such
studies.

The first question investigated in the model studies was
the oxidation state of the reactant for dihydrogen cleavage.
Several different models were used, and the conclusion from
the largest models is that it is most likely the NiIIFeII state
that activates dihydrogen. This choice of oxidation states led
to an energetically neutral potential surface, in contrast to
choosing the NiIIIFeII state, as will be described below. It
should be added that the NiIIFeII state as the active state has
been suggested experimentally80 and was for that reason
chosen in some theoretical studies of the hydrogenase
mechanism.71,81,82

The choice of the NiIIFeII state is different from the
conclusions drawn from some of the earlier studies using
smaller models,83-89 where the NiIIIFeII state was suggested
as the active state. This difference depends strongly on the
model used. The main origin of the differences appears to
be whether charged residues outside the first shell ligand
sphere were included in the model or not. The choice of
charge state of the [NiFe] core could be another reason for
the differences. In the study described most in detail here,
the charge of the core is-2 (see above), whereas in the
early studies, it was neutral. These model differences have
a surprisingly large effect on the potential curve for dihy-
drogen cleavage. With the smaller and neutral model, the
H2 cleavage is strongly endergonic for the NiIIFeII oxidation
state but becomes exergonic for larger models with a charge
of -2.

The next question investigated was where H2 binds on the
NiFe dimer. The largest model used to study the mechanism
is shown in Figure 4. It should be noted that unusually large
distortions of the geometry compared to the experimental
structure were found during the reaction pathway, in spite
of freezing some coordinates from experiments, which is why
the results should be taken with some caution (see also the
modeling problems of Ni-A). The result for the closed-shell
singlet NiIIFeII state is that dihydrogen prefers to bind on
iron, but this is only a local minimum. In fact, the binding
was calculated to be endothermic by 6.2 kcal/mol with a
surprising effect of+3.3 kcal/mol from zero-point vibrational
effects (the energies discussed here have been recomputed
using a large basis set, cc-pvtz(-f), combined with lacv3p**
and differ therefore slightly from what was reported previ-

ously69). Entropy effects can be estimated to be nearly+10
kcal/mol but should to some extent be compensated by
enzyme effects like van der Waals interactions,90 here
estimated to be-5 kcal/mol. For the construction of the
energy diagram (see further below), an additional effect of
+5.0 kcal/mol was therefore added, increasing the ender-
gonicity of binding H2 from +6.2 to +11.2 kcal/mol. A
repulsive interaction between H2 and the NiFe complex might
at first sight appear as unreasonable for a system particularly
designed to activate H2, but the final energetics for the entire
catalytic cycle of hydrogenase (see further below) does in
fact make an endergonic binding of H2 appear possible. On
the other hand, it is still significant that there is a local
minimum for binding H2 on iron. This minimum implies a
favorable electronic interaction between H2 and the metals
which will allow an effective cleavage of H2 with a low
barrier.

The position of dihydrogen in the local minimum on iron
is the same result as obtained in previous studies83,86 but
different from what has been suggested from experiments
on the enzyme. Xenon binding experiments have located a
likely path for dihydrogen transport to the active site which
ends at nickel,91,92which was therefore suggested as the site
for dihydrogen binding and activation. Also, X-ray crystal
structures show that a CO-inhibitor binds at nickel, not at
iron.62 The nickel binding site was therefore carefully
investigated for the singlet using the model in Figure 4, but
no local minimum was found. From the experience of
organometallic dihydrogen complexes, the iron site is, on
the other hand, the expected site for dihydrogen binding.24

This site for binding and activation would also give a natural

Figure 4. Optimized transition state for H-H bond cleavage in
Ni-Fe hydrogenase. The oxidation states are NiII and FeII. Distances
are given in Å. Atoms marked with * were kept frozen from the
X-ray structure during the optimization. The numbering of the
amino acids is fromDesulfoVibrio baculatus(see Figure 1).

Computational Studies of [NiFe] and [FeFe] Hydrogenases Chemical Reviews, 2007, Vol. 107, No. 10 4419



explanation for the unusual choice of iron ligands. These
ligands force a low-spin coupling on iron which is ideal for
activating dihydrogen.93

With dihydrogen bound on iron, there are essentially only
two possible mechanisms for cleaving H2 heterolytically.
Both these mechanisms lead to a hydride bridging between
iron and nickel. In the first mechanism, the proton goes to
the terminal CysSe492, whereas in the other one, the proton
goes to the bridging Cys495. In earlier studies, the bridging
cleavage has been favored in actual transition-state optimiza-
tions,83 but the terminal cleavage has also been suggested
from structural considerations and optimizations.86,88For the
model used for the calculations described here, the terminal
mechanism was found to be favored by 3.5 kcal/mol due to
the repulsion with the protonated His77 in the bridging
pathway.69 If His77 is unprotonated, the bridging pathway
is instead preferred by 1.1 kcal/mol. The optimized transition-
state (TS) structure for the terminal pathway is shown in
Figure 4. The barrier counted from the dihydrogen minimum
is only 1.4 kcal/mol, but with the large distortions found for
the structure, this value could increase using a larger model.
With the additional energy of 11.2 kcal/mol to reach the
molecular minimum, the total barrier becomes 12.6 kcal/
mol. Apart from the distortions, notable structural features
are that the hydrogen bond from Glu23 shifts from Cys492
to Cys70 and that the hydrogens in this mechanism stay very
close to nickel. The Ni-Fe distance shortens significantly
by 0.3 Å from the molecular minimum to the TS. The
reaction is exergonic by 2.6 kcal/mol, counted from a
hydrogen molecule at a long distance from the NiFe complex.
The reaction exergonicity compared to the local dihydrogen
minimum is 13.8 kcal/mol.

The barrier for the alternative bridging pathway is higher
than for the terminal pathway by 3.5 kcal/mol. In the process
of cleaving H2, the Ni-SCys495 distance increases signifi-
cantly because the Ni-S bond is replaced by a Ni-H bond.
The Ni-Fe bond distance remains essentially the same from
the molecular minimum to the TS but then shortens due to
the formation of the bridging hydride. The hydrogens remain
close to both iron and nickel during the reaction. Again,
substantial distortions of the structure were noted.

Because the barrier was found to be lower for the terminal
pathway, it will be assumed that the reaction takes this route.
The next step was then to remove one electron and one
proton. The electron is likely to be removed first because
the complex is negatively charged. To obtain an accurate
value for the energy of removing a proton, or an electron, is
a very difficult task because the effect of the surrounding
enzyme is quite large and also depends on the charge
distribution in detail. To obtain the energy required to remove
a proton from the complex, an estimate of the binding energy
of a proton to bulk water is also needed, which is even harder
to obtain. For obtaining the energy required to remove an
electron, the redox potentials of both the donor NiFe complex
and the FeS acceptor complex are needed. To obtain
calculated values for these energies, the most accurate
procedure available is to use a QM/MM model. Even then,
an accuracy better than 5 kcal/mol is difficult to achieve for
a transition-metal containing enzyme like the present one.
As will be discussed further below, the only attempt made
to estimate these energies was by the use of a semiempirical
procedure where the only requirement is to obtain the energy
to remove a proton and electron simultaneously from the
complex.69 It should be noted that this does not imply that

they should leave the complex in a concerted fashion. To
obtain an accurate value to remove both an electron and a
proton is much easier than removing them one at a time
because the complex will not change its charge. The
dielectric effects when the charge is not changed are typically
1-4 kcal/mol, and they can be as large as 25 kcal/mol when
the charge is changed, illustrating the difference in the
sensitivity to the surroundings. Furthermore, the redox
potential of the FeS acceptor complex and the pKa of bulk
water are not needed in this procedure. From the bridging
hydride product, the calculated cost to remove an electron
(from nickel) and a proton from the terminal Cys492 is 59.3
kcal/mol. How this energy should be used to construct an
energy diagram will be discussed below. As mentioned in a
previous section, the electron-transfer pathway is easily
identified from the X-ray structures, whereas for the proton
transfers there are a few possibilities. For the terminal
mechanism, the pathway suggested from the X-ray structure19

is well suited because it is connected directly to the terminal
CysSe492. For the bridging mechanism, this pathway cannot
be used, but an alternative one going over His77, His430,
and Tyr442 can be used instead.

Most of the DFT studies performed agree on the general
features of the heterolytic dihydrogen cleavage. The different
proposals have been recently reviewed by Bruschi et al.8 In
one of the earliest studies, De Gioia et al.81,82 suggested
essentially the mechanism described above with the same
intermediates. For the product of the H-H cleavage, the
proton was assumed to go to the terminal cysteine on nickel.
Niu et al.86 were the first to optimize a transition state which
led directly to the protonated terminal cysteine, like the one
in Figure 4. Before that study, Pavlov et al.83 obtained the
alternative transition state, instead leading directly to a
protonated bridging cysteinate. The latter two studies advo-
cated an oxidized NiIIIFeII active state for the dihydrogen
cleavage. In the study by Niu et al.,86 a different approach
was used to identify plausible intermediates, using a cor-
relation between calculated C-O distances and experimental
IR frequencies for the CO ligand.

In a quite recent study, Pardo et al.94 reinvestigated the
catalytic cycle with particular emphasis on the participation
of high-spin states. The analysis again used the IR frequen-
cies of the CO ligand. It was concluded that the structures
and IR frequencies of the high-spin states better fit observa-
tions than those of the low-spin states. The NiIIIFeII state
was found to be the active state. The largest differences
between the results by Pardo et al. using a model of type A
in Figure 2 and those described above using the larger B
model involve the importance of high-spin NiII and the
question of whether nickel is oxidized before dihydrogen
cleavage.

A somewhat different mechanism was suggested by Stein
and Lubitz.95,96Rather than a cysteine ligand, they advocated
a water molecule as the acceptor for the proton based on an
analysis of magnetic resonance parameters. The resulting
H3O+ product should form hydrogen bonds to the cyanides.
In the reactant, hydrogen was suggested to bind terminally
to nickel in line with other suggestions based on experi-
ments.91,92The active state for dihydrogen cleavage was NiIII -
FeII.

In the only QM/MM study of the intermediates of the
catalytic cycle, Amara et al.71 optimized structures believed
from experiments to be involved in the cycle and compared
them to available X-ray data. Even though the catalytic cycle
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suggested from these calculations has similarities to the one
described above, there is also a significant difference. It is
suggested that a bridging hydride is present all the time
during catalysis, and the hydride obtained after the heterolytic
cleavage is therefore placed as a terminal ligand on nickel.
Another difference is that the terminal Cys65 ligand is
protonated in Nia-C*. The NiI or NiIII oxidation state of this
species should critically depend on the charge of the proton
on Cys65.

2.2.2. Hydride Transfer
The product of the previous electron- and proton-transfer

step is a NiIIIFeII state with a bridging hydride. The distance
between nickel and iron is quite short, 2.63 Å, in agreement
with the short distance in the X-ray structure for the reduced
state.47 The reason for this is the presence of the bridging
hydride. The question of whether a bridging hydride is
needed to obtain such a short distance has been debated.97

Optimizations of a variety of different NiFe complexes show
that this is not strictly required.69 A few complexes with short
Ni-Fe distances were actually found which do not have
bridging hydrides, but these complexes turned out to be poor
models for any state of the hydrogenase catalytic cycle.

An interesting aspect of the bridging NiIIFeII hydride
singlet structure concerns the direction of the weakly bonding
axis on nickel.69 With the hydride, there are five ligands
around nickel, and one of these is therefore forced to be axial.
Because the other four ligands should be in one plane, there
is essentially only one possible axial ligand, and this is
Cys495, which thus forms a longer Ni-S distance than the
other ones, 2.79 Å compared to 2.30-2.34 Å. The hydrogen
bond to His77 stabilizes this structure further. For the
oxidized NiIIIFeII state, this tendency is still there but less
marked, with a Ni-S distance to Cys495 of 2.57 Å. It is
interesting to note that the Ni-S distances of the X-ray
structure of the reduced enzyme47 actually show exactly the
same distortion of the cysteine ligands (see Figure 1). The
experimentally found distortion has led to the suggestion of
a possible involvement of the nickel triplet state.76,77 How-
ever, another possibility is thus that the distortion is due to
the presence of a bridging hydride, which is too small to be
seen in the X-ray structure. With the presence of the hydride,
the structure is quite normal with a plane with four ligands
with short distances and with one axial ligand with a longer
distance.

The next step of the catalytic cycle is the only one where
a redox reaction is involved (apart from the obvious electron
transfers). The bridging hydride should move to one of the
cysteines. Only one DFT study has considered this part of
the reaction mechanism, and it will be described here.69 There
are again essentially only two possibilities, moving it to the
terminal CysSe492 ligand or to the bridging Cys495 ligand.
However, the barrier for the latter pathway was found to be
prohibitively high, 25 kcal/mol. The transfer to the terminal
Cys492 is much easier with a barrier of only 4.7 kcal/mol.
The optimized transition state is shown in Figure 5. The
reason for this difference is that with a transfer to Cys492
the coordination around nickel can stay essentially the same
along the entire transfer because both the hydride and Cys492
are in the coordination plane with the strong bonds in the
Jahn-Teller distorted structure. In contrast, for the transfer
to Cys495, the hydride is forced out of this plane to the
weakly coordinated position for the axial Cys495.

In the final step of the hydrogenase catalytic cycle, an
electron and a proton should be removed from the complex

to return to the original reactant. The only DFT study
considering this step uses the semiempirical procedure
mentioned above.69 As before, the combined energy of
removing both of them at the same time was computed and
found to be 62.3 kcal/mol. This is 3.0 kcal/mol more than
for the first H+,e- removal, which should be used directly
in the construction of the final energy diagram (see below).
The pathways for electron and proton transfer should be the
same as in the terminal pathway after the heterolytic cleavage
of dihydrogen. The entire mechanism as discussed above is
shown in Figure 6.

2.2.3. Constructing an Energy Diagram

In the calculations described above, the reaction barriers
and energies for dihydrogen cleavage and hydride transfer
have been obtained, as well as the energies for removing
H+,e- twice leading back to the original reactant. Still, this
is not enough to construct an energy diagram describing the
catalytic cycle. So far, only one attempt has been made to
present a full energetic cycle,69 and in this case the semiem-
pirical procedure mentioned above was used. In this ap-
proach, one single empirical parameter is used, and this is
the total driving force for the full catalytic cycle. Alterna-
tively, pKa values and redox potentials for donors and
acceptors have to be obtained in addition to the energies
already calculated. As already mentioned, it is extremely
difficult and tedious to obtain values of high accuracy for
these quantities requiring the use of elaborate QM/MM
models, and this has therefore so far not been done. The

Figure 5. Optimized transition state for hydride transfer to Cys492
in Ni-Fe hydrogenase. The oxidation states are NiI-III and FeII.
Distances in Å and spins larger than 0.1 are marked.
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main problem with the semiempirical approach is that the
driving force is not known for hydrogenase. However,
because the energy of the driving force is wasted as heat,
the enzyme will try to minimize it, indicating that the driving
force should be quite small. Also, hydrogenases are known
to catalyze the reverse process of dihydrogen formation under
certain circumstances, which is also an indication of a small
forward driving force. In the construction of the energy
diagram in Figure 7, a small value of-1.0 kcal/mol was
therefore used. Choosing a value larger by a few kilocalories/
mole would not change the energy diagram significantly. As
seen in this energy diagram, most energy values were taken
directly from the calculations, as described above. For the
removal of the two H+,e-, values of 59.3 and 62.3 kcal/mol
were calculated. The energy difference in these processes
of 3.0 kcal/mol was used directly from these results, but the
absolute values were adjusted to produce the desired driving
force of-1.0 kcal/mol. This means that the first removal of
H+,e- becomes exergonic by 1.5 kcal/mol, and the other one
becomes endergonic by-1.5 kcal/mol because the energy
difference of 3.0 kcal/mol has to be kept.

To identify the resting state of the cycle and the rate-
limiting barrier, it is useful to consider two cycles after each
other, as in Figure 8. The rate-limiting barrier is then easily
identified as going from-4.1 kcal/mol in the first cycle to
+11.6 kcal/mol in the second cycle, a barrier of 15.7 kcal/
mol. This is the value that should be used in a comparison
to experimental rate determinations. The experimentalkcat

of 103 sec-1 19 can be translated to a free energy barrier of
around 13 kcal/mol by using transition state theory. The use
of the B3LYP functional consequently overestimates the
barrier by a few kilocalories/mole, which is common in bond-
cleavage reactions.98 If the internal barrier for dihydrogen
cleavage of 12.6 kcal/mol is used for the rate determination
instead, the concentration of the reactant1 has to be taken
into account. This concentration depends directly on the
energy difference of+3.1 kcal/mol to the lowest energy
before the barrier. Multiplying the concentration of1 with
the rate to go over a barrier of 12.6 kcal/mol leads exactly
back to the result obtained by using the rate-limiting barrier
of 15.7 kcal/mol without multiplying with any concentration.
The resting state of the catalytic cycle in the energy diagram

Figure 6. Suggested catalytic cycle for Ni-Fe hydrogenase.
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is identified as Nia-C*, which is the state observed by X-ray
crystallography for the reduced enzyme (see Figure 1). This
is an EPR-active NiIIIFeII state in line with spectroscopic
information. The other two states observed under certain
conditions in the catalytic cycle, Nia-S and Nia-SR, may also
be tentatively assigned in the diagram as the immediate
reactant and product of the dihydrogen cleavage, and both
are NiIIFeII states as discussed above. Nia-SR would thus also
have a bridging hydride like the Nia-C* state, whereas the
Nia-S state would have an empty site in between nickel and
iron, with neither a hydride nor a dihydrogen molecule.

The assignment of Nia-C* as a NiIIIFeII state with a
bridging hydride is in line with most suggestions based on
DFT model calculations. In DFT studies of the mechanism

for H2 activation, this state came out as the most natural
candidate for Nia-C*.71,81,82,85,87Hall and co-worker used a
comparison of calculated and measured IR frequencies for
the CO and CN ligands to make this assignment for Nia-
C*.86,88They also suggested that one of the terminal cysteines
is protonated. The presence of a bridging hydride was
furthermore found to be consistent with EPR and IR
data.95,96,99,100A comparison of the experimental g-tensor
magnitudes and orientations showed good agreement with
those predicted by DFT calculations for several models of
the active site.

The diagrams shown in the figures contain the main
information of present interest, allowing identification of the
resting state and the other intermediates observed and also

Figure 7. Energetics for the suggested catalytic cycle for Ni-Fe hydrogenase. The numbers for the structures are those from Figure 6.

Figure 8. Energetics of two catalytic cycles for Ni-Fe hydrogenase.
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the rate-limiting barrier. Still, some energies are missing for
a complete picture, and these are the separate energies
required to transfer first the electron and then the proton one
at a time to the respective acceptors. To obtain these values,
the individual energies to remove an electron and a proton
from the NiFe complex must first be calculated. To remove
an electron was found to cost 93 and 90 kcal/mol in the two
cases, and for removing a proton, the cost was 282 and 288
kcal/mol (the electron was removed before the proton in each
case). Again, to relate these values to energies in the diagram,
a semiempirical scheme can be adopted requiring a single
additional parameter. This parameter can be determined by
minimizing the resulting barriers in the diagram, assuming
that this is what has been achieved by the evolution of the
enzyme. This has not been done in the case of hydrogenase
but was used successfully for the respiratory enzyme
cytochrome c oxidase101 and for photosystem II,102 and the
reader is referred to these papers for details of the procedure.

Once an energy diagram like the one in Figure 7 had been
constructed,69 it was then possible to go back to the question
of whether the NiIIFeII state is the active state, as assumed
above, or if it could be the NiIIIFeII state, as suggested in
several early studies of the mechanism.85,86 In these early
studies, it was found that the dihydrogen cleavage is more
exothermic for NiIIIFeII which was considered an advantage,
and this state was therefore preferred as the active state.
Although a high exothermicity tends to make the dihydrogen
cleavage easier, it is not necessarily an advantage if revers-
ibility along a single pathway is a condition for a viable
mechanism. The key energy difference for reversibility, as
seen in the energy diagrams, is the energy difference between
the TS and the product for the cleavage. In the energy
diagrams discussed above, this energy difference is 15.2 kcal/
mol. For the NiIIIFeII state, this energy difference is 23.0 kcal/
mol, which does not support reversibility of the reaction.
The exergonicity of the dihydrogen cleavage was found to
be 14.3 kcal/mol compared to 2.6 kcal/mol for the NiIIFeII

state, in line with the trend in the early studies. The
conclusion would then be that if the NiIIIFeII state would be
the active state in the cleavage reaction the reaction would
not be reversible along the same pathway, which is the main
argument against this active state. In contrast, Pardo et al.94

argued that the forward and reverse reactions may follow
different pathways, Thus, activation would involve electron
loss first and then H2 cleavage with NiIII , but production
would involve electron capture first and then H2 formation
on NiII. Such a hysteresis is possible only if conditions such
as concentration and potential are significantly different in
these two processes.

2.3. Oxidized States of [NiFe] Hydrogenases
Several theoretical studies investigating what happens

when the [NiFe] cluster is oxidized have also been per-
formed. A number of oxidized states have been observed
experimentally. Reaction with dioxygen leads to the forma-
tion of the so-called unready state (Niu, or Ni-A) of the
enzyme. This is a reaction of significant technological interest
in the context of coupling hydrogen fuel production to the
water splitting of photosynthesis. In this process, hydrogen
molecule formation is complicated by the fact that the
dioxygen waste product of photosynthesis is an inhibitor for
most hydrogenases. When the Ni-A state has been formed
as dioxygen has entered the active site, it takes several hours
to restore the activity of the enzyme, which is why this state

is termed unready. The second most interesting oxidized state
of the NiFe complex is the so-called ready state (Nir, or Ni-
B). Ni-B returns faster to the active state, on the time scale
of seconds, and it has therefore been termed ready.

There are two recent X-ray crystallographic investigations
of oxidized [NiFe] hydrogenases.63,64In the most recent one
of these, the resolution is as high as 1.1 Å. Structures were
obtained for both the Ni-A and Ni-B states. The two different
structural analyses for the Ni-A and Ni-B states are in basic
agreement. The Ni-B state is concluded to have a bridging
single oxygen-containing ligand between nickel and iron
which most likely is a hydroxide. The structure of the Ni-A
state is interpreted to show a hydroperoxide in the bridging
region. A very surprising aspect of this structure is that the
peroxide has a side-on, bidentate, binding mode to nickel,
quite unusual in biology. In both studies, there are also
indications of cysteine ligand oxidation forming SdO bonds,
more so in the structure ofDesulfoVibrio Vulgaris (Miyazaki
F)64 than inDesulfoVibrio gigas.63

The bidentate mode of binding the peroxide in Ni-A came
as a major surprise. To our knowledge, this type of structure
had not been suggested before, experimentally or computa-
tionally. This means that all DFT studies prior to the X-ray
determination only considered incorrect structures. Four DFT
studies have been performed after the new X-ray structures
were determined,72,103-105 three of them showing major
modeling problems in describing Ni-A (the fourth study did
not attempt any energetic preference of the structure). These
modeling problems have already been mentioned above, and
it was emphasized that before the discrepancies between the
model results and experiment have been clarified it cannot
be ruled out that the same problems appear also for the model
results of the dihydrogen activation mechanism discussed
above, which therefore at the present stage have to be taken
with some caution. The description of the oxidized states
will here start with the most recent study, which is also the
one that uses the by far largest model with nearly 120
atoms.105 This should not be interpreted to suggest that this
particular study gives correct results. On the contrary, it will
be shown that this study, as well as the other ones recently
performed, shows major discrepancies to experiments. Due
to the modeling problems for Ni-A, the description will start
with Ni-B because the results are much less controversial in
this case with nearly full agreement with experimental
interpretations.

2.3.1. Ni-B

For the first X-ray structure of Ni-B that became available
about a decade ago,57 the oxygen-containing ligand bridging
iron and nickel was tentatively suggested to be aµ-oxo
ligand. In an early DFT study, Stein and Lubitz confirmed
the bridgingµ-oxo ligand in Ni-B based on comparisons of
calculated and measured EPR spectra.106 However, the first
hybrid DFT studies instead indicated that this ligand most
probably is a hydroxide.84,86With a hydroxide, the decrease
of the Ni-Fe distance for the bridging hydride structure of
Nia-C* compared to Ni-B was nearly perfectly reproduced
by the calculations.84 Most recent studies, experimental and
theoretical, now agree that the bridging ligand is a hydrox-
ide63,64,72,94,107

A schematic structure for the Ni-B doublet state is shown
in Figure 9. The optimized geometries of the smallest models
are very similar to those of the largest one.105 Although there
are some minor discrepancies, the overall structure is in good
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agreement with structure 1YRQ of the X-ray analysis.63 The
discrepancies show the normal pattern for medium basis QM
models.108,109 Covalent and ionic bonds are too long, and
hydrogen bonds are too short. Some of the discrepancies to
the Ni-B structure ofDesulfoVibrio Vulgaris (Miyazaki F)64

are larger. For example, the Ni-O distance of that structure
is only 1.67 Å, which is significantly shorter than what is
obtained in DFT optimizations of around 1.9 Å. The very
short Ni-O distance of 1.67 Å indicates some double bond
character not seen in the model calculations. This result could
perhaps suggest that the bridging oxygen-derived ligand is
not protonated for this species.

The most careful theoretical analysis of the structures of
the oxidized states of [NiFe] hydrogenase has been made
by Ryde and co-workers.72 They used a combination of
quantum refinement and QM/MM methods and applied it
to the X-ray density of one of the most recent crystals.63

They found that the electronic density of the crystals, which
contain several states, is best explained as a slow-equilibrium
mixture of structures with a bound peroxide and structures
with oxidized Cys residues. The QM/MM optimizations and
accurate energy calculations clearly showed that structures
with a bridging hydroxide in Ni-B are appreciably more
stable than those with a bridgingµ-oxo or water ligand, in
line with most recent DFT studies of Ni-B. They also
concluded that because the crystal structure shows clear signs
of X-ray induced radiation damage, it is likely that also the
active site has been partly reduced during data collection.

Ni-B is activated for the hydrogenase catalytic cycle by
removing the bridging hydroxide. Two different pathways
have been experimentally suggested for this activation.63,110-112

One pathway activates Ni-B without additional electrons and
is suggested to involve a hydrogen molecule. A schematic
picture of the two most likely types of transition states for
this activation is shown in Figure 10. An approximate
transition state of the first type, with the hydroxide on nickel,
led to a computed barrier of 19.4 kcal/mol using B3LYP
with a rather large model of type Figure 2B,105 which is in
line with an activation of Ni-B within seconds.63 In a recent
study by Jayapal et al.,103 a somewhat lower barrier of 15.1
kcal/mol was obtained. This difference is expected because

they used the nonhybrid BP86 method which is known to
yield lower barriers than B3LYP. Another difference is that
the hydroxide is pushed to the iron site in their TS (the
second type in Figure 10) rather than to the nickel site as in
the TS for the B3LYP model calculations. Both types of TSs
were tested for the larger model using B3LYP, but the one
with hydroxide on nickel was found to be significantly lower,
probably due to the interaction between the hydroxide on
iron and Arg476, not included in the calculations by Jayapal
et al., who used a model like the one in Figure 2A.

The second pathway suggested experimentally involves
activation of Ni-B by adding an additional electron and
proton. An optimized TS of the type shown in Figure 11

has been optimized for the medium size model.105 The
computed barrier was 19.2 kcal/mol, very close to the barrier
for the other activation mechanism and a rate in reasonable
agreement with the experimentally observed activation in
seconds. It should be added that quite large distortions of
the experimental structure were found in the B3LYP
optimizations for both these types of activations of Ni-B,
which means that the results have to be taken with some
caution at present.

2.3.2. Ni-A

The suggestions for the bridging ligand in Ni-A have
differed much more than the ones for Ni-B. By comparing
the energy-minimized geometry with the crystal structure,
De Gioia et al. suggested aµ-oxo ligand.81,82 Amara et al.
proposed a similar model.71 Li et al. instead proposed aµ-OH
ligand and that one terminal sulfur is protonated.88 On the
basis of the best fit torCO/νCO for synthetic compounds,
whererCO is the calculated C-O bond length andνCO is the
experimental IR frequency, Fan et al. also suggest aµ-OH
ligand.87 Stadler et al. considered nine possible candidates
for Ni-A and Ni-B by using calculated and measured
magnetic resonance parameters and concluded that both these
oxidized states probably have aµ-OH ligand. A peroxide

Figure 9. Schematic structure of Ni-B.

Figure 10. Schematic structures for the two alternative doublet transition states for the reaction between Ni-B and a hydrogen molecule.

Figure 11. Schematic structure of the triplet transition state for
the activation of Ni-B with one electron and one proton.
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was not considered. It was suggested that the difference
between the states could instead come from different
protonations of the terminal cysteines.107 By comparing
calculated and measured g-tensors, Stein and Lubitz95 tried
to identify the bridging ligand in Ni-A. However, the
calculated results were in poor agreement with experiments
for the bridgingµ-OH andµ-oxo ligands, which were the
only ones considered. A bridging peroxide was not attempted.
In a quite recent DFT study,113 after the bridging peroxide
had been suggested,111 van Gastel et al. concluded that the
bridging ligand is different in Ni-A and Ni-B based on a
comparison of computed and measured ENDOR parameters,
but a full characterization of the bridging ligand could not
be made. Most of the early investigations thus indicated a
bridging hydroxide for both Ni-A and Ni-B. However, after
the recent reanalysis of the X-ray structures63,64 including a
high-resolution (1.1 Å) structure, it must now be almost
established that the bridging ligand is a peroxide in Ni-A.

As already indicated, theoretical studies of Ni-A have been
hampered by serious modeling problems even after the
correct bridging peroxide structure was established experi-
mentally. In the most recent study,105 a structure very similar
to the ones observed experimentally, like structure A in
Figure 12, was finally found after a large number of attempts
using the largest model shown in Figure 2C. As in the
experimental structures, the protonated peroxide is bound
side-on to nickel. There is a hydrogen bond to Arg476
holding it in place. The critical peroxide to metal distances
are all reasonably well reproduced by the calculations. The
Ni-O distances are both 2.05 Å, whereas they are 1.90 and
2.11 Å experimentally.63 Again, the discrepancy compared
to theDesulfoVibrio Vulgaris (Miyazaki F)64 is larger. The
short Ni-O distance reported for this structure is only 1.70
Å. It is not possible to explain the extremely short Ni-O
distance by a possibly unprotonated peroxide for this species
because removing the proton (and an electron) makes the
Ni-O distances still longer in the model calculations. The
computed Ni-Fe distance of 3.0 Å is in reasonable agree-
ment with the experimental values of 2.9363 and 2.80 Å,64

as is the Fe-O distance of 2.09 Å compared to 1.9063 and
2.20 Å.64 Overall, it is clear that this computed structure
corresponds to the one observed experimentally. It should

in this context be emphasized that no constraint was put on
the Ni-O distances in the calculations.

The problem of modeling Ni-A does not concern structure
A in Figure 12 but the tendency for the optimization to reach
structure B in the same figure instead. This structure turns
out to be as much as 13.7 kcal/mol more stable than structure
A at the B3LYP level, which is clearly a severe discrepancy
compared to experiments. The same problem has been noted
also in the other recent DFT studies.103,104The difference of
13.7 kcal/mol can be decomposed into different contributions.
With the small lacvp basis set used for the geometry
optimization, the difference was found to be only 2.2 kcal/
mol. The large cc-pvtz(-f) basis set increased the difference
to 9.6 kcal/mol, and the differential dielectric effects of 4.1
kcal/mol led to the final difference of 13.7 kcal/mol. The
first suspicion of where the problem might be concerned the
use of the B3LYP functional. The most critical parameter
in B3LYP is the amount of exact exchange. Varying the
amount of exact exchange is therefore a useful test to get an
indication of the reliability of a B3LYP result. In all cases
with significant discrepancies between B3LYP and experi-
ments detected so far (an error of more than 5 kcal/mol),
the results with nonhybrid methods (without exact exchange)
have thus turned out to give results significantly different
from B3LYP. No counterexample of this rule of thumb has
so far been found. In the present case, the results using the
nonhybrid methods BP86 and BLYP gave results quite
similar to the ones using B3LYP. The energy difference
between the two structures was found to be 13.0 kcal/mol
at the BP86 level and 17.2 kcal/mol at the BLYP level.
Following the normal rule of thumb, the conclusion was that
the B3LYP result should be quite reliable in this case.

Many alternative structures for the peroxide in Ni-A were
tried in the recent study.105 The best one of these is shown
as structure C in Figure 12. This structure was in fact found
to be very similar in energy, within 1 kcal/mol, to the best
of the peroxide structures, structure B, and is thus nearly 14
kcal/mol more stable than the structure observed experimen-
tally, structure A.

Assuming that the tests described above indicate that there
is no problem in this case to describe Ni-A using the B3LYP
functional, the most likely explanation for the error at first

Figure 12. Three alternative structures obtained for Ni-A.
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appeared to be that the chemical model used is not adequate
for some reason. Maybe, with a still larger model, some
enzyme interaction will severely limit the stability of structure
B (and C) in Figure 12. However, it appears that the main
destabilizing interactions from the enzyme should already
be included in the large QM model. Another possibility is
that van der Waals interactions, not included in DFT, and
electrostatics from groups far away have a large differential
effect. Investigations comparing QM/MM with even larger
QM models are presently performed to investigate these
possibilities, but so far only minor effects of the enzyme
surrounding have been found. Instead, the protonation states
of the cysteines appear to be critical, but this investigation
is still in progress.

As already mentioned above for Ni-B, the most careful
theoretical analysis of the structures of the oxidized states
of [NiFe] hydrogenase has been made by Ryde and co-
workers.72 From the analysis of the electron density, they
conclude that a peroxide ligand may exist as a minor
component in the crystal. Their QM/MM calculations show
that the structure suggested experimentally with a peroxide
is chemically reasonable, and they conclude that it is
therefore possible that the reported structures contain a
peroxide ligand. However, even though the protein prepara-
tion contains a mixture of states with as much as 80% Ni-
A, the quantum refinements indicated that a hydroxide bridge
fitted the electron density map better, although they could
not exclude that peroxide structures are present as minor
conformations in the crystal. The reason for that was
suggested to be that the active site has been photoreduced
by X-ray radiation. Still, with a resolution as high as 1.1 Å
in the most recent X-ray study,64 the assignment of the
bridging peroxide appears to be without question.

A remaining complication in the comparison between
experiments and calculations is that the experiments also
suggest substantial oxidations of the cysteine ligands, both
terminal and bridging. However, these oxidations appear to
be only fractional, and to what extent the oxidations could
affect the final structure is therefore not clear at the present
stage. Recent calculations by Pardo et al. suggest that these
hydroxo/sulfenate forms are quite stable, and they have g
values and CO stretching frequencies similar to the hydro-
peroxo forms.94 Future studies of QM/MM type could
probably resolve these issues.

In the only DFT study of the activation of the bidentate
peroxide form of Ni-A performed so far,105 it was assumed
that some important interaction is missing even in the largest
model used of type Figure 2C, which if included would
prevent the formation of structure Figure 2B (and C).105 It
was also assumed that model Figure 2C is capable of
adequately describing structure A. The activation of structure
A of Ni-A turned out to be quite different from the one of
Ni-B. If a proton (and an electron) is transferred to the NiFe
complex, with the added proton going to the unprotonated
oxygen of the peroxide, the O-O bond of the peroxide is
cleaved without any barrier. The barrier for transferring the
proton to this position was not calculated. A schematic
picture of the product structure is shown in Figure 13. This
structure, which has one hydroxide in between nickel and
iron and one terminal hydroxide on nickel, was found to be
46 kcal/mol more stable than H2O2 bound in between nickel
and iron. The electronic structure of this state can be
described as NiII-triplet, coupled to FeIII -doublet, coupled to
a sulfur radical delocalized on Cys72 and Cys543. To remove

the two hydroxides to activate the enzyme would require
two additional electrons and protons. All together, starting
with the experimental structure A of Ni-A, three outside
electrons and three protons would thus be required to activate
the enzyme. This should be compared to the activation of
Ni-B which only requires one outside electron and one proton
and which can even be activated without outside electrons
if a hydrogen molecule is used. These scenarios could be
the reason Ni-A is so much harder to activate than Ni-B.
However, additional calculations using QM/MM models
would be required to substantiate these suggestions. Another
indication that the scenario described here could be correct
is the fact that adding CO actually helps to activate
Ni-A.110-112 CO would then add at the empty terminal
coordination site of nickel and could perhaps prevent the
formation of structure A of Ni-A, which requires two empty
coordination sites on nickel.

3. [FeFe] Hydrogenases

3.1. Biochemical Studies on [FeFe] Hydrogenases
The second major class of hydrogenases is iron-iron

hydrogenases ([FeFe]H2ases).80,114,115Although the [NiFe]-
H2ases are generally found to catalyze H2 oxidation, the
[FeFe]H2ases generally catalyze proton reduction. Neverthe-
less, H2-oxidizing and bidirectional [FeFe]H2ases are also
known. Molecular structures have been derived from the
X-ray crystallographic analysis of the H2 uptake [FeFe]H2-
ase derived fromDesulfoVibrio desulfuricansHildenborough
(DdH) and the H2-producing [FeFe]H2ase derived from
Clostridium pasteurianum I(CpI) (see Figure 14).116-119

Although these [FeFe]H2ases were derived from different
sources and under different crystallization conditions, they
have many structural similarities.49,116-119 These [FeFe]H2-
ases both feature an unusual 6-Fe active site cluster (known
as the H-cluster or [6-Fe]H). Analysis of their solid-state
structures shows that the H-cluster is connected to the
enzyme surface by a gas access channel, hydrogen-bonded
proton-transfer pathways, and two ferrodoxin-like [4Fe-4S]
clusters.120

The [6-Fe]H cluster consists of an unusual di-iron cluster
(referred to as [2-Fe]H, [FeFe], or the di-iron cluster) bridged
to a typical [4Fe-4S] cluster by a protein-bound cysteine
ligand.49,116-119 The di-iron portion of the H-cluster is the
putative site of H+ reduction and H2 oxidation (see Figure
15). Each iron atom of the di-iron cluster is further
coordinated by one terminally bound CN and one terminally
bound CO ligand. The two irons are bridged by a novel five-
atom dithiolate bridge generally assigned as either 1,3-

Figure 13. Schematic structure for the triplet product after the
dissociation of the O-O bond. One electron and one proton have
been added to Ni-A.
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propanedithiolate (PDT,-SCH2CH2CH2S-)49 or 1,3-di-
(thiomethyl)amine (DTMA,-SCH2NHCH2S-).119 A third
CO ligand is found either bridging the two iron atoms or
terminally bound to the distal iron atom, apparently depend-
ing on the redox state of the di-iron cluster. (The two iron
centers are commonly designated as proximal and distal by
noting their spatial relation to the nearby [4Fe-4S] cluster
and protein backbone.) Incubation of the active enzyme with
CO gas results in the binding of an additional CO ligand to
the distal iron to yield an inactive, CO-inhibited form of the
enzyme.117

Electron paramagnetic resonance (EPR)121-124 and infrared
(IR) spectral studies119,125-127 have identified at least five
forms of the [6-Fe]H cluster in the [FeFe]H2ase derived from
DdH. EPR and IR data are given in Figure 16 (summary of
EPR data) and Table 3 (summary of IR data), respectively.
The aerobic purification of the [FeFe]H2ase derived from
DdH results in a stable “overoxidized’’, catalytically inactive
form (labeled as Has-isolated, Hinact, or Hox

air) that is EPR-silent.
Reduction of the Hox

air form yields a transiently stable, EPR-
active (S ) 1/2) form referred to as Htrans. Prolonged
reduction of Hox

air/Htrans leads to a stable EPR-active (S )
1/2), active form (the so-called oxidized, active form) of the
H-cluster that is referred to as Hox. The application of more
reducing conditions results in the reduction of the Hox form
to a stable EPR-silent form referred to as Hred. The addition
of CO gas to the Hox form yields a stable, catalytically
inactive, CO-inhibited, EPR-active (S ) 1/2) form known
as Hox-CO. The [FeFe]H2ase from CpI is purified under
anaerobic, reducing conditions, and only the Hox and Hox-
CO forms have been observed.116,117

Electrochemical conversions between these various forms
were recently re-examined using infrared spectroelectro-
chemistry (see Figure 17).128 (All of the midpoint potentials
reported here for this study are at pH 8.) The Hox

air form is
converted to the Htrans form in a reversible one-electron
reduction at-92 mV vs NHE. The Htrans form undergoes
an irreversible two-electron reduction to yield the Hox form
at -301 mV vs NHE. In spite of this apparent two-electron
reduction, the [6-Fe]H cluster does not appear to be reduced.

Figure 14. Representation of [FeFe]H2ase enzyme derived from
DesulfoVibrio desulfuricansHildenborough. The atoms of the
H-cluster and [4Fe-4S] clusters are shown as spheres. The remainder
of the protein is shown as a ribbon. Figure was reproduced from
ref 118 with permission from Elsevier.

Figure 15. Structure of the active site of [FeFe]H2ase. Original
active site structures proposed by Peters et al.116 and Nicolet et
al.118 for the [FeFe]H2ase derived from CpI (a) and DdH (b),
respectively. Concensus structure for the active site of [FeFe]H2-
ase (c). L) vacant, H2O, OH-, H-, or H2.

Table 3. Experimentally Determinedν(CO) and ν(CN) Bands for the [FeFe]H2ase Enzyme Derived from DdH

state ν(CO) ν(CO) ν(CO) ν(CO) ν(CX)a ν(CN) ν(CN) ref

Hox
air b 2007 1983 1847 2107 2087 119,125

Htrans
c 1992 1982 1976 1835 2100 2075 128

Hox
d 1965 1940 1802 2093 2079 119,126

Hred
e 1965 1940 1916 1894 2041 2093 2079 119,125

Hox-13COf 1995 1963 1949 1812 2096 2089 126
Hox-12COg 2016 1972 1963 1811 2096 2089 125,126

a XdO or N. b As isolated, in air.c Transient species observed after electrochemical reduction of Hox
air at -162 mV. d After electrochemical

reduction of Hox
air at -535 mV, then oxidation at-285 mV, or after reduction of Hox

air with H2, then oxidation by H2 loss under argon.e After
electrochemical reduction at-535 mV or reduction with H2. f After reactivation with H2, followed by13CO atmosphere.g After reactivation with
H2, followed by 12CO atmosphere.

Figure 16. Summary of the EPR data from Albracht et al.128 on
the [FeFe]H2ase derived from DdH.

Figure 17. Summary of the infrared spectrochemical study of
Roseboom et al.128 Midpoint reduction potentials are at pH 8. The
number of electrons transferred at each potential is given in
parentheses.
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The Hox form undergoes a reversible one-electron reduction
to the Hred form at-395 mV vs NHE. These results suggest
that the oxidation level of the various forms of [FeFe]H2ase
decrease in the following order: Hox

air (most oxidized form)
> Htrans > Hox > Hred (most reduced form).

Because the [2-Fe]H active site so closely resembles
organometallic complexes such as (µ-SEt)2[Fe(CO)3]2 and
(µ-SCH2CH2CH2S)[Fe(CO)3]2, much experimental work has
focused on modeling this hydrogenase. Initial experimental
efforts focused on the synthesis and characterization of [(µ-
SCH2CH2CH2S)[Fe(CO)2(CN)]2]2-.129 The IR spectra of
these model complexes suggested that the oxidation states
of the iron centers of the [FeFe]H2ase enzyme were lower
than those expected.130

3.2. DFT Calculations: Determining the Oxidation
States of the H-Cluster

Mössbauer spectroscopy is generally the most powerful
experimental tool for determining the oxidation state of iron
atoms. For high-spin iron centers, the isomer shift is a very
sensitive indicator of iron’s oxidation state. For low-spin iron
centers, however, the interpretation of the isomer shift in
terms of an iron center’s oxidation state is much more
difficult. This fact leads to some ambiguity in the assignment
of the oxidation state of the iron centers in the di-iron portion
of the H-cluster.

Mössbauer131-133 spectral studies have been performed on
the [FeFe]H2ases derived from several sources, but the results
were compatible with more than one assignment of the
oxidation states of the iron atoms in the various forms.
Shortly after the publication of the molecular structure of
the [FeFe]H2ase from CpI, Mu¨nck and co-workers re-
examined their earlier Mo¨ssbauer study on hydrogenase II
derived fromClostridium pasteurianum.131,132They assigned
the formal oxidation states of di-iron clusters as FeIIIFeII for
the Hox and Hox-CO forms and FeIIFeII for the Hred form.
Pereira et al. used Mo¨ssbauer spectroscopy to examine an
[FeFe]H2ase derived fromDesulfoVibrio Vulgaris (Hilden-
borough) and assigned the formal oxidation states of the di-
iron cluster as follows: Hox

air (FeIIIFeIII ); Htrans(FeIIIFeIII ); Hox

(FeIIFeIII ); Hox-CO (FeIIFeIII ); Hred (FeIIFeII). Both studies
agree that the 4Fe-4S cluster should be assigned as the EPR-
silent [4Fe-4S]2+ in all of the active stable forms (the [4Fe-
4S] cluster is EPR-active [4Fe-4S]1+ in the Htrans form) and
stated that the following assignments of the oxidation states
are also consistent with the Mo¨ssbauer data: Hox

air (FeIIFeII);
Htrans (FeIIFeII); Hox (FeIFeII); Hox-CO (FeIFeII); Hred

(FeIFeI).131-133

The iron(III) and iron(II) oxidation states are common in
biological systems, but the presence of an iron center in the
formal iron(I) oxidation was unprecedented. The synthesis
and infrared spectral characterization of [(µ-SCH2CH2CH2S)-
[Fe(CO)2(CN)]2]2-, a synthetic complex that is structurally
and compositionally similar to the di-iron portion of the
[FeFe]H2ase active site, lend credence to the oxidation state
assignment of the Hred form as FeIFeI. Further synthetic model
studies130 suggest that the Hox

air, Hox, and Hred forms cor-
respond, respectively, to FeIIFeII, FeIFeII, and FeIFeI formal
redox states of the di-iron cluster.

In the first theoretical study of the stable species and
cleavage reaction, Cao and Hall134 used DFT calculations
(B3LYP functional; DZP basis sets) to compute infrared
stretching frequencies for a series of geometry-optimized
structural candidates (the computational model was [(L)(CO)-
(CN)Fe(µ-SCH2CH2CH2S)(µ-CO)Fe(CO)(CN)(L′)]q L ) va-
cant, H2O, CO, H2, or H-; L′ ) CH3S- or CH3SH; q ) 0,
1-, 2-, or 3-) for the Hox

air, Hox, and Hred forms. (Infrared
spectroscopy is another powerful tool for studying the [FeFe]-
H2ase active site as the iron-bound CO ligands are sensitive
indicators of the electron density at the iron centers.135) They
compared the experimentally determined and computedν-
(CO) andν(CN) stretching frequencies for the (µ-S(CH2)3S)-
[Fe(CO)3]2 and [(µ-S(CH2)3S)[Fe(CO)2(CN)]2]2- complexes
to calibrate their computationally derivedν(CO) andν(CN)
stretching frequencies. Using this method, they were able to
show that structural candidates with the FeIIIFeIII and FeII-
FeIII oxidation states yielded computedν(CO) andν(CN)
stretching frequencies that are systemically too high when
compared to Has-isolated and Hox forms. In addition, the
computed infrared stretching frequencies were used to
propose structural models for the various spectroscopically
observed forms (summarized in Figure 18). For the Hox

air

form, the best structural candidate corresponded to an FeII-
FeII complex with a water molecule bound to the distal iron.
For the Hox form, the best structural candidate corresponded
to an FeIFeII complex with an open site on the distal iron.
The Hred form was assigned to a mixture of two FeIFeI

structural candidates: (1) a structure with a bridging CO
ligand and an open site on the distal iron and (2) a structure
with all terminal CO ligands and an “open site’’ between
the two iron centers.

Liu and Hu140,141later performed DFT calculations (GGA-
PW91; plane-wave basis sets) on a computational model with
a slightly different S-to-S linker than used by Cao and Hall134

(µ-SCH2NHCH2S rather thanµ-SCH2CH2CH2S to give [(L)-
(CO)(CN)Fe(µ-SCH2N(H)xCH2S)(µ-CO)Fe(CO)(CN)(CH3-

Figure 18. Computational models of Hall134,139 and Hu140,141 for which the computedν(CO) andν(CN) values most closely match the
experimentally determined values for the Hox

air, Hox, and Hred forms of [FeFe]H2ase. Subsequent works of Zilberman et al.137 and Fiedler et
al.136 agree with the assignment of Hox as an FeIFeII form with an open site at the distal iron. However, Fiedler et al. conclude that inclusion
of the proximal [4Fe4S] in the computations is necessary for a correct modeling of the EPR parameters.
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SH)]q; L ) vacant, H2O, CO, H2, H-, OH, or O2; x ) 1 or
2; q ) 0, 1-, or 2-). They compared the experimentally
determined and computedν(CO) stretching frequencies for
the [CpFe(CN)2(CO)]1-, CpFe(CNCH3)(CN)(CO), [Cp*Fe-
(CN)2(CO)]1-, and CpFe(CN)(CO)2 (Cp ) [C5H5]1-, Cp*
) [C5(CH3)5]1-) complexes to calibrate their computationally
derivedν(CO) stretching frequencies. They also used their
computed infrared stretching frequencies to propose structural
models for the various spectroscopically observed forms
(summarized in Figure 18). For the Hox

air form, the best
structural candidate corresponded to an FeIIFeII complex with
OH- bound to the distal iron. For the Hox form, the best
structural candidate corresponded to an FeIFeII complex with
an open site on the distal iron. A subsequent computational
study by Fiedler and Brunold (BP86; triple-ú basis sets and
B3LYP; triple-ú valence basis sets) confirmed the FeIFeII

nature of the Hox and Hox-CO forms and suggested that the
inclusion of the proximal [4Fe4S] cluster is required for
proper computation of the EPR parameters.136 The Hred form
was assigned to a mixture of two structural candidates: (1)
an FeIFeI structure with a bridging CO ligand and an open
site on the distal iron and (2) one with the central amine of
the S-to-S linker protonated and an FeIIFeII structure with a
hydride ligand bound at the distal iron center.140,141

The experimental and theoretical studies presented above
converge on the description of the forms of the [FeFe]H2-
ase active site. The Hox

air, Hox/Hox-CO, and Hred forms
correspond to the FeIIFeII, FeIFeII, and FeIFeI oxidation states.
The Hox

air form corresponds to an FeIIFeII redox level, and
most likely H2O or OH- is strongly bound at the distal iron.
Activation of the Hox

air form probably involves removal of
the bound H2O or OH- ligand by reduction of the di-iron
cluster and/or protonation of the iron-bound OH-. The Hox

form corresponds to a valence-localized FeIFeII redox level
with the unpaired electron residing mostly on the distal iron
center. Water or no other ligand is closely bound at the distal
iron center in the Hox form. The Hox-CO form corresponds
to a valence-delocalized FeIFeII form with an additional CO
ligand bound to the distal iron center. A recent computational
study (PBE functional; plane-wave basis sets) confirms the
FeIFeII oxidation state and the fact that the Hox-CO form
contains an additional CO ligand with respect to Hox, but
contests the generally accepted orientation of the CO and
CN ligands about the distal iron center.137 The Hred form
corresponds to a mixture of at least two forms: one part
corresponds to an FeIFeI redox level with a semibridging
CO, and the other part may correspond to either an FeIFeI

redox level with all terminal CO ligands or an FeIIFeII hydride
complex.

3.3. DFT Calculations: Catalytic Mechanism for
H2 Oxidation/H + Reduction

DFT calculations have been applied by several research
groups to give a better understanding of the molecular details
of H2 oxidation and H+ reduction at the di-iron active site.
The various proposed mechanisms differ mainly in the
prospective location of H+ and/or H2 binding to the di-iron
cluster (as shown in Figure 19). Hall, Hu, and respective
co-workers134,139-141 have examined the binding and cleavage
of H2 at the distal iron center. De Gioia, Zhou, and their
respective co-workers examined the binding and cleavage
of H2 to the area “between’’ the two iron centers.142-145

The seminal DFT study (BLYP functional; numerical basis
sets) on the mechanism of H2 cleavage was performed by

Dance138 using the computational model [(L)(CO)(CN)Fe-
(µ2-S2)(µ-CO)Fe(CO)(CN)(CH3S)]q (where L) vacant, H2O,
H2, or H-; µ2-S2 ) [S-S]2- or ([µ-S]2-)2; q ) 0, 1-, or 2-)
as suggested by the initial X-ray structure of Peters and co-
workers.116 Subsequent experimental work has suggested that
the bridging sulfur atoms of the di-iron cluster are provided
by a bridging dithiolate (i.e.,µ-SCH2XCH2S) and not [S-S]2-

or ([µ-S]2-)2 as originally suggested.

The initial work of Cao and Hall134 (B3LYP functional;
DZP basis sets) used a computational model of the [FeFe]-
H2ase active site based on a revised structure of the [FeFe]-
H2ase active site with an all-carbon S-to-S linker (i.e.,
µ-SCH2CH2CH2S) as suggested by Nicolet et al.118 and
focused on the binding and cleavage of H2 at the distal iron.
Using this model, they investigated two pathways leading
to H-H cleavage (see Figure 20). Transfer of H+ from η2-
H2 bound at the distal iron of the FeIIFeII form to one of the
bridging sulfur atoms was thermodynamically unfavorable
(∆G ) +15.3 kcal/mol) but kinetically favorable (∆G )
+17.4 kcal/mol), whereas transfer of H+ from η2-H2 bound
at the distal iron of the FeIIFeII form to the nitrogen of the
cyanide ligand bound to the distal iron was thermodynami-
cally favorable (∆G ) -0.3 kcal/mol) but kinetically
unfavorable (∆G ) +37.8 kcal/mol). Interestingly, they also
found that an FeIIFeII complex with a bridging hydride ligand
and terminal CO ligand is significantly more stable the
constitutional isomer with a bridging CO ligand and terminal
hydride ligand.134

Figure 19. Heterolytic cleavage of H2 using small molecule
computational models of the [FeFe]H2ase active site. Hall, Hu, and
their respective co-workers (a) favor heterolytic cleavage of H2
bound to the distal iron center and utilizing the central nitrogen of
the S-to-S linker as an internal base.134,139-141 De Gioia, Zhou, and
their respective co-workers (b) favor heterolytic cleavage of H2
bound to the proximal iron and utilizing a bridging thiolate sulfur
atom as an internal base.142-145

Figure 20. Cleavage of the H-H bond without theµ-SCH2-
NHCH2S linker or an external base. A proton is transferred from
theη2-H2 ligand to a sulfur of the dithiolate linker or to the cyanide
ligand attached to the distal iron. Computed changes in free energy
(∆G) and free energy barriers (∆G) in kilocalories/mole reported
by Cao and Hall.134
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Upon re-examination of the [FeFe]H2ase structures, Nicolet
et al. reassigned the S-to-S linker asµ-SCH2NHCH2S and
identified a possible hydrogen-bonded proton-transfer path-
way leading from the central nitrogen atom to the protein
surface.119 Hall and Fan139 used DFT calculations (B3LYP
functional; DZP basis sets) to examine the cleavage of H2

bound at the distal iron center using the bridgehead amine
of this S-to-S linker (see Figure 21). Transfer of H+ from
η2-H2 bound at the distal iron of the FeIIFeII form to the
bridgehead amine was found to be kinetically and thermo-
dynamically favorable (∆G ) +3.5 kcal/mol;∆G ) +4.9
kcal/mol).

Liu and Hu140,141also used DFT calculations (GGA-PW91;
plane-wave basis sets) to examine H2 oxidation at the distal
iron center employing theµ-SCH2NHCH2S bridge (see
Figure 22). They found that transfer of H+ from η2-H2 bound
at the distal iron of the FeIIFeII form to the bridgehead amine
of the µ-SCH2NHCH2S appears kinetically and thermody-
namically favorable (∆G ) -1.2 kcal/mol;∆G ) +3.0 kcal/
mol). Interestingly, the transfer of the second H+ from the
terminal hydride species (H-FeIIFeII) to yield fully reduced
FeIFeI species is kinetically and thermodynamically unfavor-
able (∆G ) +17.7 kcal/mol;∆G ) +18.4 kcal/mol). A
kinetically and thermodynamically favorable route was found
for transferring H+ to NH3, which serves as a model of the
nearby lysine residue (∆G ) +4.2 kcal/mol;∆G ) +6.5
kcal/mol). This final result is unexpected because it would
suggest that NH3 is more basic than the secondary amine of
the S-to-S linker. This unexpectedly large difference may
be due to hydrogen bonding involving the transferred H+

and the two nearby nitrogen bases.
De Gioia and co-workers143-145 have examined an alterna-

tive pathway for H-H cleavage (Figure 23). In the De Gioia
mechanism, the enzyme active site rearranges from theµ-CO
structural form observed in the molecular structures of the
[FeFe]H2ase to a structural form with all terminal CO ligands
creating an open site “between’’ the two iron centers.
Dihydrogen binds to one of the irons in this open site, and
a proton is transferred from the boundη2-H2 to a µ-S atom

of the dithiolate bridge to yield a bridging hydride species.
They compute (B3LYP functional; DZP basis sets) that
rearrangement of theµ-CO form to the all terminal CO form
is exothermic,-0.6 kcal/mol, for the FeIIFeII form using
MeS- as a model for the S-Cys[4Fe-4S] portion of the
enzyme. The binding of H2 to the proximal iron is exothermic
by -15.3 kcal/mol. In the H-H cleavage reaction, the
transfer of H+ from the boundη2-H2 to one of the S atoms
of the dithiolate is only endothermic by+2.4 kcal/mol. Using
a model at the FeIFeII redox level, with MeS- they computed
values of+3.6, +1.0, and+2.6 kcal/mol, respectively, for
theµ-CO to all-terminal CO rearrangement, H2 binding, and
H-H cleavage, whereas using a model at the FeIFeII redox
level, with MeSH they computed values of-0.9, -12.8,
and+9.3 kcal/mol, respectively, for theµ-CO to all-terminal
CO rearrangement, H2 binding, and H-H cleavage. The large
changes in H2 binding energies,-15.3 to+1.0 and back to
-12.8, are in part due to the differences in the gas-phase
ion-induced dipole forces.

De Gioia and co-workers examined the effects of a
continuum solvation model (conductor-like screening model
or COSMO) on the computed energetics (BP86; TZVP basis
sets) of H2 activation at the distal iron center and at the
proximal iron center in the area between the two iron
centers.145 The bridging hydride/all-terminal CO species are
consistently found to be more stable than the terminal
hydride/bridging CO species both in the gas phase and after
incorporating solvation effects. They calculate the change
in free energy for transfer of H+ from cleavage ofη2-H2

bound at the distal iron of the FeIIFeII redox level to the
central nitrogen of the DTMA linker to be+5.6,-2.6, and
-7.7 kcal/mol, respectively, when dielectric constant values
(ε) of 1 (gas-phase), 4, and 40 are used for the solvation
calculations. For the transfer of H+ from the H-FeIIFeII to
yield the FeIFeI form, they compute values of+15.6,+9.5,
and+4.7 kcal/mol, respectively, forε ) 1, 4, and 40.

The work of De Gioia and co-workers initially suggested
a catalytic cycle for H2 oxidation such as the one given in
Figure 24.143-145 This cycle begins with the inactive, over-
oxidized form of [FeFe]H2ase derived from DdH that cor-
responds to an FeIIFeII redox level with OH- bound at the
distal iron center. Protonation of the OH- ligand and one-
electron reduction leads to loss of the bound H2O yielding a

Figure 21. Cleavage of the H-H bond with theµ-SCH2NHCH2S
linker. A proton is transferred from theη2-H2 ligand to the nitrogen
atom of the dithiolate linker. Computed changes in free energy (∆G)
and free energy barriers (∆G) in kilocalories/mole reported by Fan
and Hall.139

Figure 22. Cleavage of the H-H and Fe-H bond with the
µ-SCH2NHCH2S linker. A proton is transferred from theη2-H2 and
H- ligands to the nitrogen atom of the dithiolate linker. Computed
changes in free energy (∆G) and free energy barriers (∆G) in
kilocalories/mole reported by Liu and Hu.140,141

Figure 23. Binding and cleavage of dihydrogen on the proximal
iron. In this mechanism, theν(CO) structure of the [FeFe]H2ase
active site rearranges to a structure with all-terminal CO ligands.
Dihydrogen binds to the proximal iron, and a proton is transferred
to a sulfur of the dithiolate bridge. Computed changes in electronic
energy∆(E) in kilocalories/mole reported by De Gioia and co-
workers.143-145

Computational Studies of [NiFe] and [FeFe] Hydrogenases Chemical Reviews, 2007, Vol. 107, No. 10 4431



catalytically active FeIFeII form. The µ-CO FeIFeII form
rearranges to a form with all-terminal CO ligands. Dihydro-
gen binds to the proximal iron center, and the complex
undergoes a one-electron oxidation to yield an FeII (η2-H2)-
FeII form. A proton is transferred from the boundη2-H2 to a
sulfur atom of the bridging dithiolate. The sulfur- and iron-
bound protons are moved away from the di-iron active site
by the protein. The di-iron active site undergoes one-electron
oxidation to FeIFeII to close the catalytic cycle.

The work of Hall, Hu, and their respective co-workers
suggests a catalytic cycle for H2 oxidation such as the one
given in Figure 25. This cycle begins with the inactive,
overoxidized form of [FeFe]H2ase derived from DdH that
corresponds to an FeIIFeII redox level with OH- bound at
the distal iron center. Protonation of the OH- ligand and
one-electron reduction leads to loss of the bound H2O
yielding a catalytically active FeIFeII form. Dihydrogen binds
to the distal iron center, and the complex undergoes a one-
electron oxidation to yield an (η2-H2)FeIIFeII form. A proton
is transferred from the boundη2-H2 to a nitrogen of the
µ-SCH2NHCH2S and then moved away from the di-iron
active site by the protein. The second proton is transferred
from the hydride ligand to the nitrogen of theµ-SCH2-
NHCH2S and then moved away from the di-iron active site
by the protein. The di-iron active site undergoes one-electron
oxidation to FeIFeII to close the catalytic cycle.

The mechanisms presented in Figures 24 and 25 should
not be taken to imply that the order of proton- and electron-
transfer events is known or that discrete proton- and electron-
transfer events are known to occur. In fact, the [FeFe]H2ase
mechanism may involve simultaneous proton-electron trans-
fers rather than discrete proton-transfer and electron-transfer

steps. Figure 26 shows the Hox and Hred active forms of
[FeFe]H2ase interconverting directly by proton-coupled
electron transfer without other intermediates being formed.
As shown in Figure 26, the binding of H2 to the FeIFeII Hox

form may trigger simultaneous proton-electron transfer to
yield an H-FeIIFeII Hred form. The H-FeIIFeII form Hred may
then undergo a simultaneous proton-electron transfer to
regenerate the FeIFeII Hox form. This type of interconversion
is in agreement with the experimental results of Albracht et
al. that show that the Hred form is in equilibrium with Hox +
H2 (i.e., Hred S Hox + H2).128

4. Conclusions
The present status of computational modeling of [NiFe]

and [FeFe] hydrogenases has been reviewed. For the mech-
anism of the heterolytic cleavage of the H-H bond in
dihydrogen, a high degree of consensus has been reached
during the past years. Still, some issues remain controversial,
and in some cases severe and, so far, unresolved problems
remain in the modeling.

For [NiFe] hydrogenases, most studies agree that the
heterolytic cleavage of the H-H bond leads to a bridging
hydride and a protonated terminal Cys492, following a
transition state as shown in Figure 4. Protonation of another
cysteine is possible but appears less likely at this stage.
Different opinions still exist about whether it is the NiIIFeII

or the NiIIIFeII state that is active in cleaving the bond. If
the NiIIFeII state is active, the dihydrogen cleavage is
suggested to connect the two EPR-silent states Nia-S and
Nia-SR, which have been observed. Electron and proton
release from the complex leads to the suggested structure
for the EPR-active state Nia-C*, which is the resting state

Figure 24. Proposed catalytic cycle for [FeFe]H2ase featuring rearrangement of the enzyme active site. The oxidation states have been left
purposely ambiguous.
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of the catalytic cycle (see Figures 7 and 8). The catalytic
cycle then continues by a hydride transfer from the bridging
position to Cys492, where nickel is reduced from NiIII to
NiI, a key step in the cycle which is at least as critical as the
dihydrogen cleavage. A proton and an electron release
completes the cycle.

For the [NiFe] hydrogenase, the most difficult system to
model has been the oxidized Ni-A state. It has only quite
recently been demonstrated experimentally that this state has
a protonated peroxide in between nickel and iron in an
unusual side-on binding mode to nickel. The computational

studies where this state is compared to a bridging but end-
on bonded protonated peroxide have so far favored the latter
structure in conflict with experimental data. The failure of
the modeling in this case is very unusual and is probably
not connected with the use of DFT but with the chemical
model used. Large models of QM/MM type may be required
to adequatly describe these states.

Calculations on [FeFe] hydrogenase models strongly
support a cycle which involves reduction of the FeIFeII resting
form to the FeIFeI form then capture of a proton by the
metal(s), an event that oxidizes the metals to an FeIIFeII form.
A second proton and electron transfer produces dihydrogen
and regenerates the FeIFeII form. One major controversy
revolves around the structural integrity of the active site, i.e.,
whether the bridging CO ligand observed in both enzyme
structures can move to the axial site. Calculations favor this
geometry for the reduced state, and it is the geometry
observed in synthetic model complexes. If this structure is
accessible in the enzyme, dihydrogen formation would most
likely occur between the two metals. However, if the enzyme
structure is more rigid, then the CO would remain in the
bridging site and dihydrogen production would take place
at the distal Fe. Although the exact nature of the five-atom
dithiolate linker is not known, the transition state calculations
show that the proposed amine linker would provide a very
suitable base for proton transfer to the distal Fe.
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