
P450 Enzymes: Their Structure, Reactivity, and SelectivitysModeled by
QM/MM Calculations

Sason Shaik,*,† Shimrit Cohen,† Yong Wang,† Hui Chen,† Devesh Kumar,‡,§ and Walter Thiel*,‡

Institute of Chemistry and the Lise-Meitner-Minerva Center for Computational Quantum Chemistry, The Hebrew University of Jerusalem,
91904 Jerusalem, Israel, and Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, D-45470 Mülheim an der Ruhr, Germany

Received March 30, 2009

Contents

1. Introduction 950
2. Theoretical Methods 952

2.1. Methodological Issues in QM/MM Studies 953
2.1.1. QM/MM Partitioning 953
2.1.2. Choice of QM Method 953
2.1.3. Choice of MM Method 954
2.1.4. Subtractive versus Additive Schemes 954
2.1.5. Electrostatic QM/MM Interactions 954
2.1.6. Boundary Treatments 954
2.1.7. QM/MM Geometry Optimization 954
2.1.8. QM/MM Molecular Dynamics 955
2.1.9. QM/MM Energy versus Free Energy

Calculations
955

2.2. Practical Issues in QM/MM Studies 955
2.2.1. QM/MM Software 955
2.2.2. QM/MM Setup 955
2.2.3. Accuracy of QM/MM Results 956
2.2.4. QM/MM Geometry Optimization 956

2.3. Conventions and Notations 956
2.4. Coverage and Sources of Computational

Results
957

3. The Catalytic Cycle of P450 Enzymes 957
3.1. Models of the Enzyme 958
3.2. Oxidation States and Key Orbitals of Species in

the Catalytic Cycle
958

3.3. The Resting State (1) and the Pentacoordinate
Intermediates (2, 3)

959

3.3.1. The Resting State 959
3.3.2. The Pentacoordinated States 960
3.3.3. Gating of the Catalytic Cycle 961
3.3.4. DFT/MM Study of the Electron Transfer

Event
962

3.4. The Oxy-Ferrous (4) and Ferric Peroxo (5)
Complexes

962

3.4.1. Bonding Features of Oxy-Ferrous (4) and
Ferric Peroxo (5) Complexes

962

3.5. Cpd 0: The Ferric-Hydroperoxide Complex (6)
and its Formation from 5

964

3.6. The Protonation Mechanism and Generation of
the Ultimate Oxidant, Cpd I (7)

964

3.6.1. First Protonation Step: Conversion of (5)
into Cpd 0 (6)

965

3.6.2. Second Protonation Step: Conversion of
Cpd 0 (6) into Cpd I (7)

966

3.6.3. Conversion of Cpd 0 (6) into Cpd I (7) in
the T252X Mutants

967

3.6.4. Conversion of Cpd 0 (6) into Cpd I (7) in
the D251N Mutant

968

3.7. Cpd I (7): The Ultimate Active Species 969
3.7.1. A Model for the Chameleon Behavior of

Cpd I
971

3.7.2. Cpd I Species in Human P450 Isoforms 972
3.7.3. Effect of Substrate Binding on Cpd I of

CYP3A4
973

3.7.4. Description of Cpd I by Highly Correlated
QM Levels

974

3.7.5. Low-Lying Excited States of Cpd I 975
3.7.6. Se-Cpd I for an in-Silico Designed Mutant

of P450
975

3.8. Concluding Remarks on the Catalytic Cycle of
P450

975

4. QM/MM and QM-Only Studies of P450 Reactivity 976
4.1. Coverage of Reactivity and Mechanistic Issues 976
4.2. Reactivity of Cpd I: Counting Electrons, Spin

States, and Electromeric Situations
977

4.3. DFT/MM and DFT-Only Studies of C-H
Hydroxylation by Cpd I of P450

978

4.3.1. Camphor Hydroxylation by CYP101 and the
Controversial Role of Spin Density on the
Propionate Side Chains

978

4.3.2. Camphor Hydroxylation by CYP101sHow
Does Wat903 Catalyze the Reactions?

979

4.3.3. Camphor Hydroxylation by CYP101sMore
States than Just Two

980

4.3.4. Camphor Hydroxylation by CYP101sThe
Product Release Step

981

4.3.5. Camphor Hydroxylation by CYP101sCan
Cpd II Compete with Cpd I?

982

4.3.6. Allylic Hydroxylation of Cyclohexene by
CYP101

982

4.3.7. Why is Cpd I Elusive in CYP101? 983
4.4. DFT/MM Studies of CdC Epoxidation by Cpd I

of P450
984

4.5. DFT/MM and DFT-Only Studies of Aromatic
Hydroxylation by Cpd I of P450

985

* E-mail: S.S., sason@yfaat.ch.huji.ac.il; W.T., thiel@mpi-muelheim.
mpg.de. Further contact information for S.S.: phone, +972-2-6585909; fax,
+972-2-6584680/6585345.
† The Hebrew University of Jerusalem.
‡ Max-Planck-Institut für Kohlenforschung.
§ Current address: Molecular Modeling Group, Indian Institute of Chemical
Technology, Hyderabad 500 607, India.

Chem. Rev. 2010, 110, 949–1017 949

10.1021/cr900121s  2010 American Chemical Society
Published on Web 10/08/2009



4.5.1. DFT/MM Studies of Benzene Hydroxylation
by CYP2C9

987

4.5.2. DFT-Only Studies of Oxidative
Dehalogenation of Perhalogenated
Benzenes by P450

988

4.6. DFT-Only Studies of N-Dealkylation of
N,N-Dimethylaniline Derivatives

989

4.6.1. KIE is a Reliable Probe of Spin State
Selectivity in Oxidation of DMAs

993

4.6.2. Decomposition of the Carbinolaniline Initial
Product

993

4.6.3. Summary of the Mechanistic Findings on
Dealkylation of DMAs by Cpd I

994

4.7. DFT-Only Studies of Sulfur and Nitrogen
Oxidation

994

4.7.1. Sulfur Oxidation 994
4.7.2. Nitrogen Oxidation 996

4.8. A DFT-Only Study of Ethanol Oxidation by
P450

996

4.9. DFT/MM Study of the C-C Bond Forming
Reactivity of P450

997

4.10. DFT-Only and DFT/MM Calculations of
Regioselectivity in the Reactions of Cpd I

998

4.10.1. Competitive Heteroatom Oxidation vs C-H
Hydroxylation

998

4.10.2. DFT-Only Studies of the Competition
between Epoxidation and Allylic
Hydroxylation in Propene and Cyclohexene
by Cpd I

999

4.10.3. DFT/MM Studies of the Competition
between Epoxidation and Allylic
Hydroxylation in Propene and Cyclohexene
by Cpd I

999

4.10.4. DFT-Only Studies of the Metabolic Switching
from Benzylic C-H Hydroxylation to Phenyl
Hydroxylation in Toluene by Cpd I

1001

4.11. Miscellaneous Reactions: Carbocation
Intermediates

1001

5. Predictive Models for P450 Reactivity Patterns 1001
5.1. Predictive Pattern of C-H Hydroxylation

Barriers Based on Bond Dissociation Energies
1001

5.2. Valence Bond Modeling of Reactivity Patterns
in C-H Hydroxylation

1002

5.2.1. Valence Bond Diagrams for C-H
Hydroxylation

1002

5.2.2. Quantitative Aspects of Valence Bond
Modeling for C-H Hydroxylation

1005

5.2.3. Comments on the VB Modeling of the
Rebound Step

1008

5.3. Summary of Valence Bond Modeling of P450
Reactivity

1009

6. Summary of Reactivity Patterns 1009
7. Concluding Remarks 1009
8. Abbreviations 1010
9. Acknowledgments 1012

10. Note Added in Proof 1012
11. References 1012

1. Introduction
The introduction of oxygen into biochemical processes has

brought about an evolutionary leap in the history of life,
whereby many organisms have evolved to use oxygen as
part of the life sustaining process and at the same time
invented means to lower its toxic effects.1 One of these means

is the enzyme cytochrome P450 (CYP), which is a heme
protein that was scientifically discovered by Omura and Sato
a few decades ago.2 Within a short time, it has become clear
that this is a superfamily of isoforms present in a diverse
array of organisms and performing biosyntheses of hormones
and detoxifications of xenobiotics by utilizing oxygen and
two reducing equivalents, and thereby oxidizing a variety
of organic compounds.3-21

Scheme 1 shows the great diversity in the chemical
reactivity of P450s. The most common reaction involves a
single oxygen insertion into an organic molecule, such as
CsH hydroxylation, sulfoxidation, CdC epoxidation, etc.;
hence, the name “monooxygenase” is given to this enzyme.
However, as can be seen in the scheme, the enzyme performs
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a variety of other transformations, such as desaturation,
oxidative dehalogenation, reductive dehalogenation, de-
formylation, N-dealkylation, O-dealkylation, CsC coupling,
and so on. The immense biological impact of this enzyme
may be appreciated from the fact that more than 70% of the
drugs taken orally by humans are metabolized by the P450
isozymes CYP3A4 and CYP2D6.21

Due to this chemical versatility and the biological impor-
tance of P450, the area has become a target of intense
research both practical and fundamental. An exciting branch
of the basic research is related to the structure and mechanism
of the enzyme, and attempts to understand how it performs
its reactions so fast and so efficiently, albeit not in all the
isoforms. Experimental mechanistic studies have uncovered
important modes of reaction, such as the rebound mechanism

in C-H hydroxylation,3,8,22 but at the same time have raised
many questions and interesting puzzles.18,23,24

It is very difficult to prove a mechanism and to characterize
unstable intermediates with very short lifetimes, such as the
active species, Cpd I, of the enzyme shown at the top of
Scheme 1, and this is where theory comes into play and offers
a complementary tool to aid experiment. Indeed, the allure
of P450 has attracted many theoretical studies25-32 designed
to understand these fundamental aspects of P450. Most of
the initial studies were done on model iron-porphine systems
using primarily density functional theory (DFT) as the
quantum mechanical (QM) tool.25,26,33-52 These DFT calcula-
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tions have contributed a great deal to the understanding of
the electronic structure of the active species of the enzyme,
the iron-oxo porphyrin species shown in Scheme 1, and to
its reactivity patterns, including its high sensitivity to the
environment, such as the bulk polarity or the hydrogen
bonding to the axial cysteine ligand.

It was however recognized that part of the versatility of
P450s must be attributed to the fact that while all the isoforms
share the same active species, they differ by the identity of
their proteins. Therefore, a more suitable level to study these
isoforms is the hybrid QM/MM (quantum mechanical/
molecular mechanical) method (see section 2), which treats
the active species within its native protein environment. The
first QM(DFT)/MM study53 of the active species in 2002
revealed the utility of this method. It was followed by an
increasing number of QM/MM studies of all the species in
the catalytic cycle in CYP101, known also as P450cam,54 the
active species of human isoforms,55,56 and some of the
reaction mechanisms initiated by this active species with a
variety of organic molecules.57-61 In-silico mutants were
designed,62,63 and in one case, the design of a selenocysteine
mutant62 even preceded its experimental preparation.64,65

Species and reactivity patterns of related heme enzymes, such
as chloroperoxidase (CPO),66,67 nitric oxide synthase (NOS),68,69

and horseradish peroxidase (HRP),70-74 were also investi-
gated. Some of these studies were done in collaboration with
experimentalists58,66,67 or were used by experimentalists as
benchmarks,75 thus demonstrating the usefulness of QM-
(DFT)/MM as a companion to experiment. Recent advances
in computing hardware and software have allowed large-
scale calculations, e.g., on the mechanism of electron transfer
from the reductase to the ferric-heme in CYP101,76 as well
as sophisticated QM/MM calculations with correlated ab
initio QM methods using MR-CI (multireference configu-
ration interaction)77,78 and CASSCF (complete-active-space
self-consistent field)79 approaches. Over the past few years,
there has been an increasing number of QM/MM studies

dedicated to P450 that reveal many exciting new insights
about the role of the protein in shaping the structures and
reactivity patterns of these enzymes. All these studies have
had a considerable impact on the field and led to an ever-
growing surge of theoretical activity. It was therefore deemed
timely to review the theoretical results provided in recent
years by QM/MM methods, especially on the issues of P450
reactiVity and selectiVity. The main goal is to project the
new insight gained on the bonding and reactivity of P450s,
including studies of novel mechanisms whereby P450
functions as a peroxidase and participates in proton-coupled
electron transfer (PCET).58,80

Some of the material covered in previous reviews28-32,81-83

is included here too in order to create a unified survey. We
start with a brief summary of the available QM/MM methods
(section 2), and then we describe the various species in the
catalytic cycle (section 3), the principal mechanisms by
which the enzyme catalyzes oxygenation reactions (section
4), and predictive models of mechanisms and reactivity
(section 5).

2. Theoretical Methods
Combined QM/MM theory has emerged as the method of

choice for modeling local electronic events in large biomo-
lecular systems. The basic idea is to describe the active site
(where chemical reactions or electronic excitations occur)
by quantum mechanics, as accurately as needed, while
capturing the effects of the biomolecular environment by
molecular mechanics, i.e., at the classical force field level.
The QM/MM concept was introduced, as early as 1976, by
Warshel and Levitt, who presented a semiempirical QM/
MM treatment for a chemical reaction in lysozyme.84 The
QM/MM approach has become ever more popular over the
past two decades, and numerous reviews have addressed both
the development of the QM/MM methodology and its
application in the biomolecular area. Here we cite only a

Scheme 1. Chemical Transformations Achieved by P450s, Shown along with the Putative Active Species, Compound I (Cpd I)
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few of these85-97 and refer to two recent reviews93,97 for an
up-to-date coverage of the field with a comprehensive survey
of the literature (755 and 627 references, respectively). In
this section, we address theoretical issues relevant for QM/
MM studies of enzymes (section 2.1), discuss some practical
issues that arise during such QM/MM calculations (section
2.2), and introduce notations and conventions for the
following sections (section 2.3).

2.1. Methodological Issues in QM/MM Studies
In composite theoretical approaches such as QM/MM, a

guiding principle is to retain the formalism of the methods
that are being combined (as far as possible) and to adopt
well-defined rules for their coupling. In the following, we
address the methodological choices that need to be made,
both in general and specifically in the case of QM/MM
studies on cytochrome P450 enzymes.

2.1.1. QM/MM Partitioning

Inherent to the QM/MM concept is the division of the
system into the inner QM region (active site) that is treated
quantum-mechanically and the outer MM region (protein
environment) that is described by a force field. In the
boundary region at the interface, the standard QM and MM
procedures may be modified in some way (e.g., by adding
link atoms; see below). The choice of the QM region is
usually made by consideration of the chemical problem:
chemical arguments normally suggest a minimum-size QM
region which can then be enlarged to check the sensitivity
of the QM/MM results with regard to such an extension. In
the case of cytochrome P450, the minimum-size QM region
will contain the heme (iron-porphine without side chains)
and the axial ligands (with SH being the smallest model to
represent the cysteinate ligand; see Scheme 2). Enlarged QM
regions may include the heme side chains, larger representa-
tions of the cysteinate ligand, selected residues of the protein
environment, and water molecules close to the active site,
depending on the problem under study. The actual choice
requires care because the QM/MM system needs to be
electronically balanced and properly screened with regard
to electrostatic interactions.

Standard QM/MM applications employ a fixed QM/MM
partitioning which is defined once and for all at the outset.
It is possible to allow the boundary to move during QM/
MM simulations (adaptive partitioning).98 In another gen-
eralization of the QM/MM approach, one may go from two-
layer to three-layer approaches, for example by using a
continuum solvation model as a third layer99,100 or by
adopting an ONIOM-type scheme with two different inner
QM layers and an outer MM layer.101 Such more involved
QM/MM treatments have not yet been applied to P450
enzymes.

2.1.2. Choice of QM Method

The selection follows the same criteria as in pure QM
studies (accuracy and reliability versus computational effort).
In the case of metalloproteins such as P450 enzymes, DFT
is the natural choice which has been used in the vast majority
of QM-only model studies32 and also in most recent QM/
MM work. There is a myriad of density functionals available,
ranging from simple local functionals (LDA, local density
approximation) via gradient-corrected functionals (GGA,
generalized gradient approximation), meta-GGA functionals
(with second derivative terms), and hybrid functionals (with
admixture of HF exchange) to more advanced forms. The
various functionals with their shorthand notations have been
described amply, and the reader may consult a recent review
for a brief survey.102 Some of these functionals are derived
from first principles and are thus parameter-free, while others
involve a semiempirical calibration against theoretical or
experimental reference data. In practice, gradient-corrected
functionals such as BP86 are normally considered suitable
for metalloenzymes, but the preferred choices are hybrid
functionals such as B3LYP. Generally speaking, B3LYP is
known to perform well for a number of properties,103 even
though the more recent, highly parametrized functionals such
as those from the M06 series102 show smaller overall
deviations in various standard benchmarks, especially with
respect to relative energies and reaction barriers. On the other
hand, it has been established that B3LYP reproduces relative
spin state energies in heme systems quite well, apparently
since it has the “right” admixture of Hartree-Fock exchange,
which is an essential prerequisite for realistic studies on P450
enzymes. Many other successful B3LYP applications have
been reported early on in the P450 area,32 and it is thus no
surprise that B3LYP has become by far the most popular
QM component in DFT/MM studies of heme enzymes.
Nevertheless, in view of several documented shortcomings
of B3LYP, one must remain critical and refrain from
expecting too much accuracy, in particular with regard to
the absolute values of barriers. While B3LYP is dominant
at present,103 we anticipate an increasing use of more
advanced density functionals and of correlated ab initio
methods in future QM/MM work.

Ab initio QM methods can in principle provide a conver-
gent path to the correct solution of the nonrelativistic
Schrödinger equation and are thus indispensable for accurate
theoretical work. It has recently been demonstrated in the
case of p-hydroxybenzoate hydroxylase (PHBH) and cho-
rismate mutase that QM/MM calculations can reproduce the
barriers of enzymatic reactions to within 1-2 kcal mol-1

when applying high-level correlated ab initio QM treatments
(i.e., local coupled cluster methods).104,105 These single-
reference examples are however easier to handle than the
multireference situations that are commonly encountered in
heme enzymes. Ab initio MR-CI/MM and CASSCF/MM
calculations have been reported for some P450 intermediates
and analogous heme enzymes recently,77-79 but entire P450
reactions have not yet been treated at this level because of
technical limitations that prevent the use of a balanced active
space along the complete reaction path. The ab initio MR-
CI/MM results for relative spin state energies77,78 are quite
similar to those from B3LYP/MM and thus provide further
justification for the latter approach. Such ab initio QM/MM
calculations are expected to gain importance for validating
crucial DFT/MM predictions.

Scheme 2. Different Model Systems and Their
Abbreviations
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2.1.3. Choice of MM Method

MM force field methods express the total energy of a
molecular system as a sum of bonded energy terms,
electrostatic terms, and van der Waals interactions. The
bonded energy terms normally consist of harmonic stretching
and bending potentials and periodic torsion potentials. The
nonbonded electrostatic interactions are commonly treated
as Coulomb interactions between fixed point charges. The
van der Waals interactions are normally represented by a
Lennard-Jones potential with attractive 1/r6 and repulsive
1/r12 terms. Established force fields of this kind are available
for proteins (e.g., CHARMM, AMBER, GROMOS, and
OPLS). These standard force fields are generally considered
suitable for biomolecular applications, although their relative
merits have not yet been studied systematically at the QM/
MM level. In QM/MM work on P450 enzymes, CHARMM
has been most widely used as the MM component.

The use of fixed MM point charges in the standard protein
force fields neglects polarization effects. The logical next
step toward higher accuracy should thus be the transition to
polarizable force fields, which are currently developed in the
biomolecular simulation community using various classical
models (e.g., induced dipoles, fluctuating charges, or charge-
on-spring models). The QM/MM formalism has been adapted
to handle such polarizable force fields,93,106 and one may
expect corresponding QM/MM applications once these new
force fields are widely accepted. In the meantime, essential
polarization effects in residues close to the active site may
be taken into account in QM/MM studies by a suitable
extension of the QM region.

2.1.4. Subtractive versus Additive Schemes

Subtractive QM/MM schemes are interpolation procedures.
The QM/MM energy is obtained from three separate calcula-
tions: the MM energy of the entire system is corrected by
adding the QM energy of the QM region and subtracting
the MM energy of the QM region. In this approach, the QM/
MM interactions are handled entirely at the MM level. This
may be problematic for the electrostatic interactions, which
will then typically be computed from fixed atomic charges
in the QM and MM regions (neglecting the polarization of
the QM region by the MM charges).

In additive QM/MM schemes, the QM/MM energy is the
sum of the QM energy of the QM region, the MM energy
of the MM region, and the QM/MM coupling terms. The
latter normally include bonded terms across the QM/MM
boundary and nonbonded van-der-Waals terms (both gener-
ally handled at the MM level) as well as electrostatic
interaction terms which are modeled explicitly and can thus
be described realistically using QM-based treatments (al-
lowing for polarization of the QM region by the MM
charges). This is probably the reason why most of the
published QM/MM studies on P450 enzymes employ an
additive scheme.

2.1.5. Electrostatic QM/MM Interactions

There are several strategies for handling these interactions
ranging from simple mechanical to electronic and polarized
embedding.107 In the case of the polar protein environment,
an electronic embedding is generally considered necessary.
Thus, the electrostatic interactions are incorporated into the
QM calculations by including the MM charges into the QM
Hamiltonian, so that the QM subsystem is polarized in

response to the electric field of the protein environment. The
resulting QM density should be much closer to reality than
that from a gas-phase model calculation. Electronic embed-
ding is the standard choice in current QM/MM studies of
enzymes.

The most refined embedding scheme is polarized embed-
ding where the back-polarization of the MM region by the
QM region is included as well, preferably in a fully self-
consistent manner. This approach has been applied only
rarely up to now (and not at all for P450 enzymes). It is
expected to become more popular when more QM/MM
studies with polarized force fields appear, because polarized
embedding is the natural coupling scheme in this case.

2.1.6. Boundary Treatments

It is often unavoidable that the QM/MM boundary cuts
through a covalent bond. The resulting dangling bond must
be capped to satisfy the valency at the frontier, and in the
case of electronic or polarized embedding, one must prevent
overpolarization of the QM density by the charges close to
the cut. To cope with these problems, there are several
options. The most common approach is to introduce a link
atom, typically hydrogen,108,109 but it is also possible to use
specifically parametrized boundary atoms110 or pseudo-
bonds111 or specifically tailored pseudopotentials112 or frozen
orbitals.113-115 All of these options seem to work well if
proper care is exercised, especially with regard to the
treatment of electrostatics at the QM/MM boundary.116-118

In practice, the link atom approach is used most widely in
QM/MM studies of P450 enzymes, often in combination with
a charge shift scheme at the boundary.118,119 It is common
to fix the link atom in the bond being cut, at some well-
defined distance from the QM frontier atom, and to redis-
tribute the forces acting on it to the two neighbor atoms,120

which effectively removes the artificial degrees of freedom
of the link atom.

2.1.7. QM/MM Geometry Optimization

Special techniques are available to optimize the structures
of large biomolecules with thousands of atoms at the QM/
MM level that exploit the partitioning into a QM region,
where energy and gradient evaluation are computationally
expensive, and an MM region, where these calculations are
almost for free. These techniques include a linear-scaling
fragment-based divide-and-conquer optimizer121 and microi-
terative strategies with alternating geometry relaxation in the
core region (containing the QM region) and the environ-
ment.122 Their combined use allows the efficient optimization
of minima and transition states at the QM/MM level, also
in the case of electronic or polarized embedding.123 However,
QM/MM geometry optimizations of the stationary points
along a single reaction path are of limited significance, since
there are many closely related paths in large biomolecules
because of their conformational flexibility. It is thus advisable
to determine at least several representative transition states
with their corresponding minima in order to assess the
influence of the conformational diversity of the environment.
This strategy is often followed in DFT/MM studies of P450
enzymes.
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2.1.8. QM/MM Molecular Dynamics

The vast configuration space that is accessible to large
molecules can be sampled using molecular dynamics (MD)
or related techniques. Straightforward QM/MM MD calcula-
tions are computationally demanding, however, and routinely
affordable only at the semiempirical QM/MM level. For
higher-level QM/MM approaches, approximate techniques
are required that reduce the computational cost, e.g., by
exploiting the QM/MM partitioning. One strategy is to avoid
the expensive direct sampling of the QM region while fully
sampling the MM configuration. An early example of this
approach124 keeps the QM region fixed and uses ESP
(electrostatic potential)-derived charges for the QM atoms
to evaluate the electrostatic QM/MM interactions during the
MD run, in the context of free energy perturbation theory.124,125

Using this procedure, it has recently been shown that the
effects of sampling on the computed DFT/MM reaction
profile are minor in the case of hydrogen abstraction in
cytochrome P450cam.126

2.1.9. QM/MM Energy versus Free Energy Calculations

In principle, theoretical studies should aim at free energy
calculations, since chemical thermodynamics and kinetics are
governed by free energy differences. These can be deter-
mined by statistical mechanics through sampling procedures
(e.g., using thermodynamic integration, umbrella sampling,
or free energy perturbation theory). Recent advances in this
area have been summarized in an excellent review.96 It is
straightforward to perform free energy calculations at the
semiempirical QM/MM level using any of these techniques
(as demonstrated in several recent applications125-128), but
the necessary sampling tends to become expensive with ab
initio or DFT QM components. This is the reason why QM/
MM free energy studies on P450 enzymes are still very rare.
Judging from the available evidence, however, the differences
between QM/MM energy and free energy profiles in
enzymatic reactions tend to be small as long as local chemical
events are investigated (e.g., hydrogen abstraction in P450cam,
OH transfer in PHBH, and nucleophilic substitution in
fluorinase).126 For reactions of this kind, one can thus expect
to gain valuable mechanistic information by the less de-
manding DFT/MM geometry optimization studies that are
commonly performed for P450 enzymes.

2.2. Practical Issues in QM/MM Studies
QM/MM methods have matured over the past two decades,

but canonical “black-box” procedures have not yet been
established. It would thus seem worthwhile to address briefly
some of the practical problems and choices that are encoun-
tered in QM/MM work.

2.2.1. QM/MM Software

QM/MM calculations require efficient programs with
wide-ranging functionality. Several of the standard QM and
MM packages offer QM/MM capabilities as an add-on. The
alternative is to interface independent external QM and MM
programs to a central control module that supplies the QM/
MM coupling as well as routines for standard tasks such as
geometry optimization and molecular dynamics. In the long
run, the latter modular approach is expected to be more
flexible, since it can provide access to more QM/MM
functionality (e.g., facilitating the combination of many

different QM and MM methods). An example for such a
modular implementation is the ChemShell package.118,129

2.2.2. QM/MM Setup

Realistic starting structures for QM/MM work will nor-
mally be derived from experiment (typically from an X-ray
crystal structure). Small modifications of experimental
structures are common in the setup phase, e.g., replacement
of an inhibitor by substrate or substitution of selected residues
to generate a specific mutant. The available structural
information from experiment is generally incomplete and
often not error-free. It is thus usually checked and processed
employing the protocols developed by the classical simula-
tion community. This includes, for example, adding missing
hydrogen atoms, adding water molecules in “empty” spots,
assigning the protonation states of titrable residues (e.g., His,
Asp, Glu), and checking the orientation of residues in
ambiguous cases (e.g., His, Asn, Gln). The correct choice
of protonation states can often be crucial in QM/MM work;
the assignments may be guided by empirical rules, structural
considerations (e.g., via visual inspection of local hydrogen-
bonding networks), empirical algorithms for pKa predictions
(e.g., PROPKA130), and explicit pKa calculations (e.g., of
Poisson-Boltzmann type). A related issue concerns the
overall neutrality of the entire system, which may be
achieved by suitable placement of counterions or by neu-
tralization of charged residues at the surface of the protein.

After these initial setup choices are made, the enzyme is
put into a water box and relaxed by a series of constrained
energy minimizations and MD runs at the MM level (which
may necessitate the derivation of missing force field param-
eters for the “nonstandard” parts of the system). After
equilibration, the system is subjected to a classical production
run from which several (5-10) snapshots are taken as starting
geometries for the QM/MM work (often supplemented by
an “initial” snapshot that resembles the available X-ray
structure as much as possible). The starting structures
generated in this manner for a P450 enzyme in a droplet of
water typically contain around 20,000-25,000 atoms.

It is obvious that the setup phase requires a lot of work
prior to the actual QM/MM calculations, and it should be
emphasized that errors and wrong choices during setup can
normally not be recovered at a later stage. These issues have
been discussed in more detail in a recent review.93 For the
specific case of cytochrome P450cam, there is a systematic
QM/MM investigation of how the barrier to hydrogen
abstraction from camphor is affected by the choices made
during setup.131 In this context, it should be noted that early
QM/MM work on different P450cam intermediates and on
different steps of the catalytic cycle employed separate setups
that had been generated independently, which raises the
question whether it is possible to handle the whole cycle
with the same QM/MM setup. This is indeed the case:
following a standard protocol that starts from the X-ray
structure of the ferrous dioxygen complex and that involves
careful assignment of protonation states and hydration, one
can generate a common setup that gives QM/MM results
for P450cam which are generally consistent with those
obtained previously with individual setups.54 This confirms
that setup issues can be resolved in a consistent manner if
proper care is exercised.
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2.2.3. Accuracy of QM/MM Results

Given the large number of choices in QM/MM work, it is
very difficult to converge the QM/MM results with regard
to all computational options. Typical QM/MM studies on
P450 enzymes may employ DFT/MM calculations with a
standard protein force field such as CHARMM, electronic
embedding, and a link atom boundary treatment. In practice,
the sensitivity of the QM/MM results with regard to the
chosen force field, embedding scheme, and boundary treat-
ment is normally not checked (even though the results will
depend on these choices). On the other hand, since the QM
treatment influences the outcome rather directly, it is quite
common to use different basis sets and different density
functionals, at least in single-point energy calculations, to
assess the reliability and robustness of the QM/MM results
within DFT. Systematic convergence studies with high-level
ab initio QM components are still rare, however,104,105 and
the most that has been achieved up to now for P450cam are
single-point ab initio MR-CI/MM calculations to validate
relative spin state energies for selected intermediates.77,78

Finally, it is advisable to check the convergence of the results
also with regard to the QM/MM approach itself. This can
be done by QM/MM calculations with QM regions of
increasing size, since extension of the QM region should
decrease the influence of the QM/MM coupling and MM
force field terms and, thus, make the QM/MM treatment
more realistic overall. Such checks are often performed in
QM/MM studies on P450 enzymes.

2.2.4. QM/MM Geometry Optimization

For systems with 20,000-30,000 atoms, it is usually
sufficient to allow only around 1000 atoms to move during
optimization (i.e., the active site and its environment) while
the outer part remains fixed at the initially prepared snapshot
geometry. It is essential in QM/MM work on reaction profiles
to retain the same conformation of the optimized active
region in order to ensure a smooth and continuous reaction
path. If this requirement is not satisfied (e.g., by the flip of
a distant hydrogen bond or some other remote conformational
change), the QM/MM results from geometry optimization
become spurious.131 Experience shows that such problems
can normally be avoided with an optimized active region
up to about 1000 atoms (as typically used in QM/MM studies
on P450 enzymes).

2.3. Conventions and Notations
It is obvious from the preceding discussion that there are

not yet “canonical” black-box procedures for QM/MM
methods and that one must decide on a large number of
choices in QM/MM studies. Therefore, QM/MM calculations
cannot be characterized by a short label, in contrast to QM
studies on small molecules, where it is often sufficient to
quote the acronyms for the QM method and basis set. A full
specification of the chosen QM/MM options is impractical
in the context of a review, and in this regard, the readers
will thus normally be referred to the original literature in
the following sections.

In spite of this general caveat, it is still possible to outline
a “consensus” QM/MM approach that has emerged in the
computational P450 community over the past years. This
approach employs DFT(B3LYP)/MM calculations with an
established protein force field (mostly CHARMM, sometimes

OPLS or AMBER), electronic embedding, and a link atom
boundary treatment. Open-shell systems are normally de-
scribed by an unrestricted B3LYP treatment; this is implied
when we use the label B3LYP while a restricted open-shell
treatment will be denoted by ROB3LYP (analogous conven-
tions apply for other functionals). The QM/MM setup usually
starts from a crystal structure and involves initial classical
MD calculations for system preparation. The actual QM/
MM studies normally employ geometry optimization of the
active site and its surroundings. Readers should envision this
kind of QM/MM approach when we review QM/MM studies
in the following sections.

There are two factors that affect the outcome of QM/MM
calculations on P450 enzymes rather directly and that will
therefore often be mentioned in the following sections,
namely the QM region and the basis set for the QM
calculation. The QM region needs to be adapted to the
problem under investigation, but there are a few standard
choices that will be introduced in section 3.1 (see Scheme
2, which also gives the corresponding notation). The com-
monly used basis sets show a greater diversity. Many of them
include Pople-type basis sets132 on the nonmetal atoms, such
as 6-31G, 6-31G*, etc. Based on the experience with QM
model calculations, the earliest QM/MM work on P45053

employed a basis set (B1) of double � (DZ) quality that
describes iron by an effective core potential and the LACVP
basis133 and the other atoms by the 6-31G basis. The B1 basis
is often applied for geometry optimization, while subsequent
single-point QM/MM calculations normally use larger basis
sets to determine more reliable energies. Early examples for
such larger sets are the B2 basis, which differs from B1 by
including polarization functions (6-31G*) on the six ligands
to iron (four pyrrole nitrogen atoms, the oxo atom, and the
sulfur atom of the coordinating cysteine), and the B2W
basis,134 which differs from B2 by describing iron by an all-
electron Wachters basis with an additional diffuse d function
and a set of f polarization functions.135-137 More recent QM/
MM work often employs more extended basis sets for single-
point calculations, typically of triple � (TZ) quality with one
or more sets of polarization (P) functions. One such example
is the B′ basis for P450cam,54,78 composed of the Wachters
all-electron basis for iron, polarized triple � valence basis
sets138 for the six atoms coordinated to iron (TZVP), the C5

atom of camphor (TZVP), the H5exo atom of camphor
(TZVPP), and the smaller SV basis139 for the remaining
atoms. Special basis sets are needed for special purposes,
e.g., for the computation of Mössbauer parameters, which
requires a flexible uncontracted basis in the core region of
iron.77 It is clearly impractical to specify in this review all
the basis sets that have been used in recent QM and QM/
MM studies on P450 enzymes. In the following sections,
we shall refer to the labels introduced above (B1, B2, B2W,
B′) when deemed appropriate, using a notation of the type
DFT(B3LYP/B1)/MM. We shall explicitly specify other
basis sets when necessary, but we shall also quote results
from the literature in more general terms (e.g., those obtained
with the largest basis set) and refer the reader to the original
paper for technical details. As a general caveat, we note that
the label B2 has been used in the literature also for larger
basis sets than the one introduced above; in the following
sections, such usage will be indicated either explicitly or by
reference to the original paper.
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2.4. Coverage and Sources of Computational
Results

Most of the older theoretical literature on P450 up to the
year 2000 can be found in the reviews of Loew and Harris28

and Loew.140 Studies that have appeared between 2000 and
2004 and during part of 2005 were summarized in our 2005
review.32 These studies include complete QM(DFT)-only
modeling of the catalytic cycle of P450 by Rydberg et al.,141

Shaik et al.,31,142,143 and Hata et al.144 In addition, the 2005
Chemical ReView article covers extensively the two-state
reactivity (TSR) concept in P450 enzymes25,30,37,83,145-147 and
discusses a variety of mechanistic studies, using QM(DFT)-
only methods, e.g., of C-H hydroxylation,39-43,45,146-153

double bond epoxidation,35-37,44,149,150 benzene and arene
hydroxylation,33,34,38 and sulfoxidation.154 These studies will
be mentioned in passing but will not be covered thoroughly
in the present review.

The 2005 Chemical ReView article included only a few
QM(DFT)/MM studies.53,59,134,155-157 However, since that
review has been published, there have appeared a variety of
QM(DFT)/MM studies, as well as single-point QM(CI)/MM
calculations. Many of these studies concern the entire
catalytic cycle of CYP101 and of selected species in human
isoforms, e.g., CYP3A4.54-56,77,78,158-162 Some of these studies
describe analogous species in the selenocysteine mutant, the
Mn mutant, the D251N and L358P mutants of CYP101, as
well as the CPO and NOS enzymes.62,63,66-69,160,161 In
addition, QM(DFT)/MM has also been used to study the
mechanisms of C-H hydroxylation, CdC epoxidation,
aromatic hydroxylation, and C-C coupling.57-61,131,163,164

Mechanistic studies since 2005 using QM-only methods
addressed dehalogenation of aromatic compounds,165 N-
dealkylation in N,N-dimethylanilines,166,167 ethanol oxida-
tion,168 and sulfoxidation.169 QM-only methods were also
used for computational investigations of C-H hydroxylation,
aromatic hydroxylation, and heteroatom oxygenation,170-173

as well as for valence bond modeling of the mechanism and
reactivity patterns in C-H hydroxylation.174 These QM/MM
and QM-only studies will form the core of the present review.

3. The Catalytic Cycle of P450 Enzymes
To understand P450 reactivity, one must first understand

the catalytic cycle of CYP enzymes, since, in many of the
isoforms of this enzyme, the rate-determining event is not
substrate oxidation; this poses obvious difficulties to mecha-
nistic investigations of these reactions. It is established by
now that CYP enzymes operate by means of the generic
catalytic cycle drawn in Figure 1,175,176 where, except for 1,
the heme is depicted by two bold horizontal lines, and the
cysteinate proximal ligand is abbreviated as CysS. The
resting state (1) of the enzyme generally involves a ferric-
protoporphyrin complex, coordinated to the proximal cysteine
residue and to a water molecule at the distal side; in some
isoforms, such as CYP2D6, the water ligand is missing.177

This hexacoordinated FeIII complex (1) exists largely in a
low-spin doublet state, and as long as this is the case, the
enzyme will remain inactive.175,178 When the substrate (for
example, an alkane, AlkH) enters, it displaces the water
molecule, leaving a pentacoordinated ferric-porphyrin (2),
and changes the spin state to a sextet. Due to the loss of the
water ligand, the ferric complex (2) is a slightly better
electron acceptor than the resting state (by approximately
130-300 mV), and this is sufficient to trigger an electron

transfer from a reductase protein (which operates at 200 mV),
leading to a high-spin ferrous complex (3), which is a good
dioxygen binder. The binding of molecular oxygen yields
the oxy-ferrous complex (4), which has a singlet spin state
and is a good electron acceptor. This, in turn, triggers a
second reduction of the system to generate the ferric-peroxo
anion species (5). This second reduction is in some cases,
albeit not always,179 the rate determining step in the catalytic
cycle.180 Since the reduced dioxygen-complex (5) is a good
base, it gets quickly protonated to form the ferric-hydroper-
oxide species (6) that is called Compound 0 (Cpd 0).
Thereafter, Cpd 0 abstracts another proton, and a water
molecule splits off to generate the high-valent iron-oxo
species (7), so-called Compound I (Cpd I). In the common
case, Cpd I monooxygenates the substrate; for example, the
alkane in Figure 1 is converted to an alcohol (8), which exits
the pocket, thereby allowing water molecules to re-enter and
restore the resting state (1).

Note that a single water molecule is used to gate the cycle
in Figure 1; however, the enzyme also requires a protonation
machinery to come full cycle. The protonation machinery is
believed to involve an acid-alcohol pair (in the case of
CYP101, the Asp251 and Thr252 residues shown in Figure
2).175,178,181 It is thought that these residues, and perhaps also
Glu366 that is not shown in the drawing,182 shuttle the protons
to the dioxygen moiety in 4-6, via water molecules.182

Indeed, mutation of Asp251 reduces the rate of camphor
hydroxylation, while mutation of Thr252 can virtually stop

Figure 1. Schematic representation of the catalytic cycle of P450.
Reprinted with permission from ref 32. Copyright 2005 American
Chemical Society.
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the process:175,178,181 the T252A mutant performs only CdC
epoxidation, presumably via Cpd 0.183 Oddly, the double
mutant, with both Asp251 and Thr252 mutated to residues that
do not shuttle protons, shows significant camphor hydroxy-
lation activity,184 thereby implying that proton shuttle can
occur through water networks with no need for the
alcohol-acid pair of residues. The role of water is like a
two-edged sword: On the one hand, water molecules are
important for protonation,182 but on the other hand, too much
water leads to formation of hydrogen peroxide and other
uncoupling products that waste the oxygen and the reducing
equivalents.185-187 Thus, the enzyme has to function in a
middle road: having some water molecules and at the same
time denying them free access to the neighborhood of the
Fe-OO moiety, in order to be able to activate bonds and to
produce oxidized products efficiently. Although some iso-
forms, especially the human ones,21 are promiscuous and
have large pockets, which can accommodate many water
molecules188 and more than one substrate molecule,189

nonetheless, the control of water is influenced in part by the
tightness of substrate binding by the enzyme.190,191 For
example, in the case of CYP101 (Figure 2), this is achieved
by a substrate-binding domain made from Tyr96, which forms
a hydrogen bond (H-bond) with the carbonyl group of
camphor and holds the substrate steady in place just above
the FeO moiety. In addition to this feature, as shown in
Figure 2, the sulfur atom of the cysteinate ligand interacts
with the three amidic groups of Gln360, Gly359, and Leu358

(only one of these has the geometry of a classical H-bond),
while the carbonyl group of the cysteine interacts with
Gln360.178,192 These interactions appear to be essential for the
stability and activity of the enzyme.193,194 These issues have
all been studied by QM/MM and will be addressed in the
next subsections that summarize the theoretical studies of
the different species in the catalytic cycle (structures 1-8).

Concerning reactivity, there is uncertainty about the details
of the cycle starting from 6 and onward back to 1; Cpd I is
elusive in the native cycle, and its mechanism of formation
is still putative. The reason for its elusiveness is thought to
be its fast formation and fast consumption, but this is not
yet clear. Furthermore, the range of reactivity patterns of
Cpd I is still not fully understood. Thus, while the normal
activity involves monooxygenation as in C-H hydroxylation
(Scheme 1), the enzyme seems to be much more versatile.

For example, in the bacterial enzyme CYP245A1 (P450
StaP),195 the enzyme seems to function more like cytochrome
c peroxidase,196 while, in CYP3A4, the enzyme often requires
a few substrate molecules to operate efficiently.189 As we
shall show, QM/MM theory provides very useful insight into
some of these major questions by considering the properties
of Cpd I and its reactivity patterns.

3.1. Models of the Enzyme
Since the complete enzyme cannot be described by

QM(DFT), one usual practice among the workers in the field
is either to truncate the active species and calculate the model
system by QM only or to embed it in the protein and use
QM/MM. Generally, the heme is treated as porphine by
removing all side chains of the protoporphyrin IX (PPIX)
macrocycle. In some cases, these side chains were included
in the calculation.59,68,131,155,157,163 The cysteinate ligand is
modeled either as thiolate (SH-), as methyl mercaptide
(SCH3

-), or as cysteinate anion (SCys-), and in some cases
as an extended cysteinate (ext-SCys), augmented by the
peptide bonds of the adjacent Leu358 and Leu356 residues.
DFT(B3LYP)/MM calculations53 showed that gas-phase
DFT(B3LYP) calculations using SH- give generally better
agreement with the DFT/MM results than SCH3

-, or even
the full cysteinate ligand. Many of the calculations, especially
those on reaction mechanisms, used the simplest model with
porphine and SH- as the thiolate ligand, or porphine and
SCH3

-. The most recurring model systems and their notations
are summarized above in Scheme 2. There are however, quite
a few other models, which incorporate porphyrin substituents,
and specific key residues in the active site; these will be
mentioned specifically wherever deemed necessary.

3.2. Oxidation States and Key Orbitals of Species
in the Catalytic Cycle

Since the species in the cycle (Figure 1) possess a dense
orbital manifold that is only partially filled, this gives rise
to many closely lying spin and electromeric states, which
differ in the oxidation states on the iron and the ligands.25 It
is, therefore, important to establish a common language by
beginning with the oxidation state formalism of these P450
species and then describing a generic orbital picture, which
describes at least most of the species in the cycle. More
orbital diagrams will be presented as we proceed along with
the discussion of various specific issues and reactivity
patterns.

The oxidation state of iron is given as Roman numerals
near the iron atom in the species in Figure 1; note that the
total charge of the species is indicated in a circle near the
species. We must remember that the oxidation state formal-
ism is a heuristic device, which assumes that all metal-ligand
bonds are “ionic”. It turns out that this assumption is useful
to keep track of the “number of d-electrons” that remain on
the metal ion in redox processes; however, the oxidation
number is not identical to and may be even remote from the
charge distribution in the molecule (or from the real
integrated d-population altogether). In this formalism, the
porphyrin ligand has an oxidation number of 2-, while the
cysteine ligand is 1-. Any molecular ligand that has already
an electronic octet like water is counted as zero (0), while,
for any other ligand, which does not possess an electronic
octet, the assigned oxidation number is determined by the
number of electrons that this ligand “takes from iron” to fill

Figure 2. Close-up of the active site of CYP101 as taken from
the X-ray structure (pdb code: 1DZ8) of Schlichting et al.178 with
some essential groups highlighted.
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its octet; for example, an oxo ligand is 2-, while an OOH
ligand is 1-. Thus, for all the neutral complexes, with and
without a water ligand, the oxidation number of iron will be
3+, which is labeled in Figure 1 as FeIII. This corresponds
to the resting state (1) and the pentacoordinated complex
(2). After accepting one electron from the reductase, the
pentacoordinate complex (3) becomes negatively charged and
iron is in the ferrous state FeII. This complex (4) has an O2

molecule that possesses an octet, and hence it can be formally
written as FeIIO2. It is thus referred to as oxy-ferrous; as we
shall see later, the bonding features of 4 are more ap-
propriately represented by FeIIIO2

-.79 In the reduced complex
(5) with an additional electron, it is customary to assign the
dioxygen ligand oxidation number of 2-, and hence, 5 is a
ferric-peroxy species, FeIIIO2

2-, with a total charge of 2-.
After protonation, Cpd 0 (6) is a ferric-hydroperoxide,
FeIII-OOH, with a total charge of 1-. In Cpd I (7), which
is neutral, the formal oxidation state of the entire heme is
5+, and this is assigned partly to the iron as FeIV and partly
to the porphyrin ring, which becomes a π-cation-radical
Por•+. This assignment is not part of the rules of the
oxidation-state formalism but is based on knowledge of the
electronic structure (see Figure 3). Finally, the product
complex (8) is a neutral FeIII species, and as such, Cpd I has
two-oxidation equivalents above those of the resting state
and of the product complex.

The oxidation states in Figure 1 provide some rationale
for comprehending the electronic structure of the P450
species. The orbital labels and ground state configurations
are shown in Figure 3 for 1-3, 6, and 7, whereas, for 4 and
5, the bonding features are more complex and will be
described separately. Thus, each species in the figure has
five d-type orbitals, which differ from species to species

depending on the interaction of the d-orbitals with the ligand
orbitals. In addition, a porphyrin-based orbital is drawn for
7 alongside the d-type orbitals, in Figure 3a. The total
oxidation state on iron and porphyrin determines the oc-
cupancy of these orbitals, while the interaction strength with
the ligand will determine the spread of these orbitals and
hence the propensity for high-spin ground states.

In Figure 3a we show the orbitals and electronic config-
uration of Cpd I (7), on the left-hand side the five metal
d-type orbitals, and near them the high-lying mixed porphy-
rin-thiolate orbital, so-called a2u. The sulfur-porphyrin
mixing in a2u is significant, since thiolate is a powerful
electron donor,197,198 but with weaker donor ligands, such as
imidazole,74,199 this mixing is negligible and a2u is a pure
porphyrin orbital. As we shall see, the singly occupied a2u

orbital is sensitive to the donor capability of the thiolate,
and in fact to any good donor that may participate in the
electronic structure of Cpd I.199

The d-block in Figure 3a is split into the characteristic
three-below-two sets, which are nascent from the purely
octahedral t2g and eg sets with an additional splitting of t2g

into one-below-two. The lowest three orbitals are, in increas-
ing energy order, the nonbonding δ(dx2-y2) orbital and the
two π*FeO (π*xz and π*yz) orbitals; the latter two involve
antibonding interactions between the metal 3dxz,yz and the
oxygen 2px,y atomic orbitals. The two high-lying virtual
orbitals of Cpd I are σ* orbitals; one (σ*xy) describes the
Fe-N antibonding interactions and the other (σ*z2) those
along the O-Fe-S axis; the ordering of the σ* orbitals is
dominated by the length of the Fe-O bond, and when it is
short as in Cpd I, σ*z2 rises above σ*xy. With the Por•+FeIV

oxidation state, there are four electrons in the d-block, and
the porphyrin-based orbital is singly occupied. This occupa-
tion gives rise to a pair of almost degenerate spin states,
one quartet (S ) 3/2) with all single electrons being up-spin,
and one doublet state with a spin flip in the porphyrin-based
orbital. Some other spin states (S ) 5/2 and 3/2) are also
relatively low lying and involve 1e-promotion from δ to
σ*xy.77,200

In those species where the Fe-O bond is longer than that
in Cpd I (1, 6) or where the complex loses its sixth ligand
altogether (2, 3), two orbitals exhibit weaker antibonding
interactions; these are σ*z2 and one of the π* orbitals, which
undergo significant stabilization, as indicated in Figures
3b-d. In 2 and 3, both orbitals become nonbonding d
orbitals, dz2 and dxz, while, in 1 and 6, the σ*z2 orbital gets
stabilized and descends below σ*xy, whereas the π*xz orbital
is almost a nonbonding dxz orbital. The weakening of the
ligand field shrinks the spacing of the d-orbitals, thus giving
rise to low lying high-spin states as ground states.

3.3. The Resting State (1) and the
Pentacoordinate Intermediates (2, 3)
3.3.1. The Resting State

The resting state (1) is the most thoroughly studied species.
According to electron spin echo envelope modulation (ES-
EEM) spectroscopy, it has a doublet ground state.201 Other
experimental observations show spin equilibrium between
the doublet ground state and a sextet state202-204 and indicate
thereby that these two states are closely lying within 2 kcal
mol-1 or less. QM-only calculations do not reproduce this
trend32 and exhibit particular sensitivity to the representation
of the cysteine ligand. Thus, in some studies the ground state

Figure 3. (a) Orbitals and their occupations in Cpd I (7). (b-e)
Orbital occupations for the resting state (1), the pentacoordinated
complexes (2 and 3), and Cpd 0 (6).
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is the sextet state,141 and in others, the Fe-O bond lengths
of the quartet and sextet states are virtually dissociated.156

The two most recent DFT/MM studies54,156 investigated
the resting state thoroughly, in order to establish the most
reliable computational levels and procedures. The earlier
one156 compared two different QM regions for the thiolate
ligand (SH and ext-SCys), two different protonation states
(for Asp297), three different density functionals (BLYP,
B3LYP, and BHLYP), two different basis sets, and six
different snapshots as starting points for QM/MM optimiza-
tions. The relative energies of the spin states were strongly
affected by the choice of the functional, consistent with
previous computational experience205,206 on other iron com-
plexes: BLYP overestimates the stability of the low-spin
states, BHLYP artificially favors high-spin states, and only
B3LYP gives realistic multiplet splittings. The results were
less dependent on the other choices (such as protonation state
or snapshot). The more recent study54 used DFT(B3LYP)/
MM only on the small QM model (SH) but performed the
calculations of the entire cycle in a common setup that
enables comparison of the various QM/MM energies.

Some representative DFT(B3LYP)/MM data for the resting
state54,156 are summarized in Figure 4. In agreement with
experiment, the DFT(B3LYP)/MM calculations54,156 predict
a doublet ground state and closely lying quartet and sextet
states. As can be seen from the energy differences, the three
states are packed within 3-5 kcal mol-1 or so, depending
on the proximal ligand representation. Comparison of the
most recent results54 to the previous ones156 in Figure 4b
reveals virtually identical features, so that the results are not
too dependent on the system setup. A dense spin-state
manifold was found also in single-point DFT/MM calcula-
tions by Scherlis et al.207,208 on a fixed geometry of the resting
state. Thus, although their doublet-sextet gap is a bit higher,
the spin states are still close energetically, in line with the
experimental observation of spin equilibrium.204

The geometric features in parts a and b of Figure 4 are
also similar. In both cases, the optimized geometries show
a tilt of the water ligand by 31-54°, because of hydrogen
bonding interactions with the other water molecules in the
pocket. The calculated tilt in the doublet ground state is in
excellent agreement with ESEEM measurements201 of the
distances between the iron and the protons of the bound water
ligand (computed 2.646 and 2.620 Å, ESEEM 2.62 Å).

Furthermore, the predicted Fe-O (2.141 Å) and Fe-S (2.269
Å) distances (Figure 4a) for the ground state are shorter and
longer, respectively, than the corresponding gas-phase values
and are in reasonable agreement with the X-ray data of 2.28
( 0.2 Å and 2.25 ( 0.2 Å (pdb file: 1PHC).209

The impact of the protein environment is moderate on the
doublet ground state but significant on the higher spin states.
Thus, in the gas phase, the Fe-O bonds of both quartet and
sextet states are almost dissociated (3.6-3.7 Å),156 but in
the protein, this bond is significantly shorter (2.26-2.48 Å).
Furthermore, the energy gaps in Figure 4 are smaller than
the corresponding gas-phase DFT(B3LYP)-only values;
especially affected is the quartet state that is greatly stabilized
by the protein. These two trends are connected and are both
associated with the effect of the protein on the orbital mixing
in Figure 5. Thus,156 the mixing of the dz2 orbital on iron
and the pz(S) orbital generates a bonding and an antibonding
combination; the latter is the σ*z2 orbital of the water
complex. In the gas phase (Figure 5a), the pz(S) orbital is
high lying and close to dz2(Fe), and hence, the mixing is
strong, leading to a high-energy σ*z2 orbital with significant
S-Fe antibonding character. On the other hand, in the protein
(Figure 5b), the hydrogen bonding to the sulfur (see the
NH · · ·S interaction above in Figure 2) and the bulk polarity
lower the sulfur orbital and weaken its mixing with dz2,
resulting in a lower lying σ*z2 orbital, with less antibonding
character. Since σ*z2 is populated in both the quartet and
sextet states, the protein stabilizes both states relative to the
doublet ground state. Furthermore, the strong Fe-S interac-
tion in the gas phase raises the σ*z2 orbital, and this weakens
significantly any potential p(O)-dz2(Fe) interaction, leading
to very long Fe-O bonds in the gas phase and short Fe-S
bonds. By contrast, the weaker S-Fe interaction in the
protein results in a long Fe-S bond and enables the
formation of a short Fe-O bond.

3.3.2. The Pentacoordinated States

The conversion of 1 to 2 is the crucial event that enables
the gating of the cycle via reduction of 2 to 3. Experimental
work shows that 2 has a sextet ground state,
(dx2-y21dxz

1dyz
1σ*z21σ*xy

1; see orbitals in Figure 3c), which is
in spin equilibrium with a doublet state, in a manner that
reflects sensitivity to the protein environment.204,210 The
doublet state, 22, corresponds to dx2-y22dxz

2π*yz
1, and the

intermediate spin state, 42, to dx2-y22dxz
1dyz

1σ*z21. Much like
the pentacoordinated ferric complex, the reduced ferrous
complex 3, obtained after electron uptake by 62, is known

Figure 4. Bond lengths (in Å), angles (in degree), and relative
energies (in kcal mol-1) of the spin states of the resting state (1).
The spin states are indicated by left-hand superscripts. rFe-N is the
average distance of the four Fe-N bonds. (a) DFT(B3LYP/B2)/
MM results (Por,ext-SCys model).156 (b) DFT(B3LYP/B1)/MM
results (Por,SH model) from ref 156 (first line) and ref 54 (second
line) which employ slightly different QM/MM setups; the relative
energies are average values from six snapshots, respectively.

Figure 5. Orbital interactions that generate the Fe-S bond orbital
(σFeS) and the σ*z2 orbital: (a) in the gas phase where the interaction
is strong, and (b) in the protein where the interaction is weakened
due to stabilization of the pz(S) orbital.
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to have a high-spin quintet state, 53.203,211 Two alternative
electronic configurations are possible, dx2-y22dxz

1dyz
1σ*z21σ*xy

1

and dx2-y21dxz
2dyz

1σ*z21σ*xy
1 (see Figure 3); these may be

labeled as 53xz and 53x2-y2.143 Closely lying states are the triplet
state, 33, with the dx2-y22dxz

2dyz
1σ*z21 configuration, and a

singlet state, 13, with dx2-y22dxz
2dyz

2 occupation.
Early QM(B3LYP)-only studies134,141,143 for the low-lying

spin states of 2 and 3, with sufficiently large basis sets and
different ligand representations, gave remarkably good
results. High-spin ground states are found in all these gas-
phase model calculations, and the ferrous complex has a 53xz

ground state, with the 53x2-y2 state lying only ca. 2 kcal mol-1

higher.134,143 The various sets of results show some scatter,
of course, but they agree with regard to the trends, and the
computed geometries were in reasonable accord with the
experimental X-ray data.178

The pentacoordinated complexes 2 and 3 have been studied
recently by means of DFT(B3LYP)/MM in different QM/
MM setups and with large basis sets.54,134 Key geometric
data and spin-state energy gaps are given in Figure 6 for the
two extreme ligand representations.

The geometric parameters in Figure 6 are in basic accord
with the experimental data.178 A recent DFT(B3LYP)/MM
study of 3 with and without the reductase (putidaredoxin)
by Freindorf et al.212 gave similar structural data and further
showed that the Fe-S bond distance gets shorter upon
binding of the reductase, to the proximal side of the active
site. This bond shortening (by 0.05-0.10 Å) is accompanied
by an increase of the stretching frequency of the Fe-S bond
in qualitative accord with experimental findings.213

The data in Figure 6 show that DFT(B3LYP)/MM also
reproduces the precise identity of the ground states of 62

and 53 in accord with experimental data. Thus, while the
smallest 22-62 energy difference of 5 kcal mol-1 (for the
Por,ext-SCys model) is still on the high side for spin
equilibrium, this value is sufficiently low to suggest this
phenomenon.214 Furthermore, according to the DFT(B3LYP/
B2W)/MM results for the larger QM region,134 the protein
inverts the relative ordering of the quintet electromers of the
ferrous complex 53: a 53x2-y2 ground state is predicted in the
enzyme (one electron in the dx2-y2 orbital; see Figure 3),
which is preferred by 0.5 kcal mol-1 over the 53xz electromer.
Indeed, the comparison of calculated134 Mössbauer param-
eters with the measured quadrupole splitting and asymmetry
parameter203,211,215 unequivocally assigns the ground state as
53x2-y2.

The experimental values of the reduction potentials of free
and putidaredoxin-bound 62 are -170 and -173 mV,
respectively.180,215 Using the potential of the standard hy-
drogen electrode (-4.43 V)216 as reference, this implies that
the free energy change ∆G for the reduction 2 + e- f 3 is
-98 kcal mol-1. Approximating ∆G by the energy change
∆E, QM(B3LYP)-only calculations predict the conversion
of 62 into 53 to be exothermic by -85.5 kcal mol-1 with a
dielectric constant of ε ) 5.7,143 and by -80.2 kcal mol-1

with ε ) 80.141 DFT(B3LYP)/MM calculations54,134 show a
strong dependence on the protonation state of the protein.
Thus, when the total charge of the protein is 9-, the reaction
energy is endothermic by 53.8 kcal mol-1, while a neutral
protein leads to an overall reduction energy of -81.6 kcal
mol-1 (QM region: Por,SH; basis B1). However, the most
recent DFT(B3LYP/B′)/MM calculations54 reveal that this
accuracy was obtained at the expense of unrealistically
doubly protonating all the His residues; when using more
realistic protonation states, of an otherwise neutral protein,
the exothermicity of reduction is underestimated by 30-50
kcal mol-1. Free energy calculations on reduction potentials
in enzymes217,218 have emphasized the importance of proper
sampling and derived QM/MM-based reorganization ener-
gies,218 which are substantial and will only partly be captured
in an approach relying on geometry optimization.

3.3.3. Gating of the Catalytic Cycle

DFT(B3LYP/LACV3P+*) calculations143 including bulk
polarity (ε ) 5.7) demonstrated that the reduction 62 f 53
is 10.7 kcal mol-1 more exothermic than the reduction of
the resting state (1 f 1-), compared with an experimental
value of about 3 kcal mol-1. This result supports the
experimentally accepted gating mechanism180,219 and can be
understood based on the orbital picture of the resting state
and of 2 and 3. Thus, as shown in Figure 3b, reducing the
resting state adds an electron into a π* orbital, which exhibits
antibonding interactions with the water ligand. By contrast,
during the reduction of 2, an electron is added to a low-
lyingorbitalatiron(dxz inFigure3c).Ofcourse,electron-electron
repulsion of the excess electron with the water ligand in 1-

must also contribute to the resistance of the resting state to
accept an electron from the reductase, and as such, 1 is the
off-state in the cycle.

Another conclusion from the theoretical study143 concerns
the role of the thiolate ligand in this gating mechanism. Thus,
it was demonstrated that upon removal of the thiolate ligand
both 1 and 2 could be easily reduced by most reductants. It
is therefore the thiolate ligand that controls the gating of the
catalytic cycle by making the system a poorer electron

Figure 6. Optimized Fe-S bond lengths (in Å) and relative
energies of the various spin states (in kcal mol-1) of the pentaco-
ordinated complexes 2 and 3. The superscripts on the left-hand side
refer to the spin multiplicity (2S + 1) of the state. (a) DFT(B3LYP)/
MM results for the small and large QM subsystems for 2. (b)
DFT(B3LYP)/MM results for the small and large QM subsystems
for 3. The data in parts a and b correspond to different basis sets
and setups. They are taken from ref 134 (first line, basis B2W,
snapshot 31) and from ref 54 (second line, basis B1 for geometry
optimization, basis B′ for energies, snapX).
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acceptor so that only the pentacoordinated ferric porphyrin
can be reduced by the reductase.

3.3.4. DFT/MM Study of the Electron Transfer Event

A DFT/MM study of the electron transfer mechanism in
the complex of CYP101 and putidaredoxin (PDX) has
recently appeared.76 Starting from crystal structures of the
two components, protein-protein docking and refinement
procedures were used to generate four CYP101-PDX
complexes that were then subjected to a QM/MM electron
transfer path search algorithm. In this algorithm, the geometry
and atomic charges of the donor (Fe2S2 cluster) and the
acceptor (heme) are first obtained from QM/MM energy
minimizations and held fixed thereafter. The QM region in
the following QM/MM calculation includes the entire transfer
region between donor and acceptor. A receptor in the QM
region is identified by injecting an extra electron and allowing
it to localize at a given residue, which is then excluded from
the QM region in the subsequent QM/MM calculation. This
procedure is iterated until the entire electron transfer path
between PDX and the heme has been mapped.

The key findings of this study are the following: (a) The
binding of the negative Fe2S2 cluster of PDX to CYP101 is
maintained by the Arg112

CYP-Asp38
PDX salt bridge between

the two proteins. The minimum Fe-Fe distance between the
two redox centers in the different complexes varies between
12.7 Å and 14.4 Å. (b) In all four complexes, Arg112

CYP acts
as mediator of the electron transfer, either through its
carbonyl group or its side chain. On the PDX side, the
carbonyl group of Asp38

PDX is involved in three cases and
Gly41

PDX in one case. (c) The so identified electron transfer
pathways are not connected to the propionate side chain of
the heme but rather pass through the Cys357 ligand. This
unimportance of the 6-propionate side chain is in accord with
experimental findings220,221 that replacement of this side chain
by a methyl group has little effect on the consumption of
NADH.

3.4. The Oxy-Ferrous (4) and Ferric Peroxo (5)
Complexes

The oxy-ferrous (4) and ferric peroxo (5) complexes are
crucial for the propagation of the cycle. The oxy-ferrous
species is remarkable, since the two constituents 52 and 3O2

have a total of six unpaired spins to begin with, and all these
spins couple in 4, which is known to be a singlet-state
species.222 Its geometry has been determined by X-ray
crystallography to be an end-on complex with a bent O2

moiety (132°) and Fe-O/Fe-S distances of 1.8/2.3 Å,
respectively.178 The ferric-peroxo complex of CYP101 has
been detected by EPR/ENDOR (electron paramagnetic
resonance/ electron-nuclear double resonance) studies in
cryogenic experiments and is known to have a doublet spin
state.176 Its structure has not been determined yet, but its
resonance Raman spectrum was recorded in the D251N
mutant.223 A structural investigation of the analogous CPO
enzyme revealed spontaneous protonation to Cpd 0 (6).67

However, the structure of the corresponding ferric peroxo
complex of myoglobin (Mb) was recently determined in a
combined X-ray and DFT(B3LYP)/MM study, and was
found to possess an Fe-O bond of 1.85 Å (1.90 Å by DFT/
MM).224

QM(DFT)-only calculations31,141,225,226 correctly predict the
spin states of the ground states for the two species and the

end-on bent geometry but tend to give a somewhat longish
Fe-O bond, ca. 0.15 Å longer141 than the experimental
values.178 Adding the H-bonding protonation machinery to
the Fe-OO moiety further elongates the Fe-O distances by
0.05 Å and shortens the Fe-S distances.226 Thus, the
electrostatic interactions of the dioxygen ligand with the
water molecules and the peptide groups apply a trans-effect;
the Fe-S bond gets shorter due to the weakening of the
Fe-O bond. This might well be an artifact of B3LYP, which
tends to undermine the Fe-O2 bonding.103 Indeed, a recent
CASPT2 study shows that the only functional that reproduces
the binding energy is OLYP.227

Both 4 and 5 have recently been investigated by means
of DFT(B3LYP)/MM calculations, using different proton-
ation states, different basis sets, and different representations
of the proximal ligand.161,162 The results are shown in Figure
7. Once again, the calculations correctly predict the end-on
bent geometry of the Fe-OO moiety but seem to exaggerate
the Fe-OO bond length, while the Fe-S bond length is in
line with experimental data for 4.178 Furthermore, irrespective
of the model used in the DFT(B3LYP)/MM calculations, the
ground state of 4 is found to be an open-shell singlet state
with a very low lying triplet state. An intact ferric peroxo
complex 5 is only found in the doublet state, whereas the
quartet and sextet states dissociate upon QM/MM optimiza-
tion into 2(FeII) and a superoxide ion, O2

•-. Reduction of
the singlet ground state of 4 will generate 5 in its doublet
state. If intersystem crossing to higher spin states of 5 occurs,
one would expect dissociation; such uncoupling is indeed
observed.175 Recent resonance Raman data for the Fe-O
stretching mode indicate that the Fe-O bond of 4 is weaker
than that in 5,223 which does not correlate with the relative
bond lengths computed at the DFT(B3LYP)/MM level (see
Figure 7).

The calculated reduction potential for the conversion 4
f 5 is sensitive to the chosen model, QM region, and
protonation state. The DFT(B3LYP)/CHARMM values range
between -2.28 and -1.04 V, relative to a standard hydrogen
electrode,161,162 and are comparable to the values obtained
by QM(DFT)-only calculations.141,143,226 While the mecha-
nism of electron transfer was studied,76 the barrier for this
process has not yet been calculated due to the immense
complexity of the problem. However, judging from the
significant protein reorganization during reduction, one may
conclude that the process cannot be facile,162 thus conforming
to experimental inferences that this is the rate controlling
step in the CYP101 cycle.228

3.4.1. Bonding Features of Oxy-Ferrous (4) and Ferric
Peroxo (5) Complexes

As mentioned above, the bonding in 4 and 5 is more
complex than the orbital diagrams in Figure 3 suggest.
Indeed, the Fe-OO bonding in type-4 complexes has been
a focus of a longstanding debate, ever since Pauling and
Coryell229 measured the magnetic susceptibility of the oxy-
ferrous complex of hemoglobin and found it to be diamag-
netic. Pauling suggested a model whereby PorFeII, in a singlet
state, binds 1O2(1∆g) in a coordinative dative bond, involving
the lone pair on O2 and the empty dz2 orbital of the ferrous
ion. On the other hand, Weiss230 proposed another model
based on spectroscopic and chemical behavior of model oxy
complexes, especially their tendency to dissociate to FeIII +
O2

-. In his model, FeII donates one electron to O2 and the
two radicals couple to a singlet pair. A third model that was
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initially suggested by McClure231,232 involves singlet coupling
of the triplet PorFeII and 3O2 moieties into a double FedO
bond.

The DFT(B3LYP) and DFT(B3LYP)/MM calculations for
4 yield an open-shell singlet state configuration, with two
unpaired electrons, one in a πyz(FeO) orbital with a dominant
iron character and the other one in a π*yz(FeO) orbital largely
on the dioxygen ligand,161,162 as shown in Figure 8a. As such,
the DFT results seem to support the Weiss model for
bonding: PorFeII donates one electron to the π*xz(OO) orbital
which becomes doubly occupied and coordinates to Fe via
a dative σ-bond, maintained by overlap between the filled
2p AO on oxygen and the vacant dz2 orbital on iron. At the
same time, the single electron in the dyz orbital of PorFeIII

couples with the single electron in the π*yz(OO) orbital to
form a singlet-pair: a weakly coupled π-type bond (described
by an open-shell singlet with single electron occupancy in
both a πyz(FeO) and a π*yz(FeO)). The weakness of the bond
is further appreciated from the fact that the corresponding
triplet state is only 3.5 kcal mol-1 higher in energy than the
open-shell singlet ground state.

Since open-shell singlet states in DFT have to be consid-
ered with some care (the open-shell singlet formulation of
DFT involves one determinant and refers to an indefinite
spin state), it is advisable to test the DFT results by using
correlated ab initio wave function theory. This has been done
recently through CASSCF/MM calculations of the oxy-Mb
complex which demonstrated indeed that all the properties
calculated with DFT/MM and CASSCF/MM were virtually
identical and that spin projection of the DFT/MM wave

function gives the same singlet-to-triplet energy gap as
CASSCF/MM. Furthermore, the CASSCF/MM wave func-
tion could be transformed79 to an open-shell singlet config-
uration analogous to the DFT result in Figure 8a. In fact,
using natural Kohn-Sham orbitals for the DFT(B3LYP)/
MM species gives rise to virtually the same electronic

Figure 7. DFT (B3LYP/B1)/MM optimized geometries (Å) of 4 (oxy-ferrous) and 25 (ferric peroxo) using the Por,SH (R1) and Por,ext-
SCys (R3) models.161,162 Relative energies for the spin states of 4 are given in kcal mol-1.

Figure 8. (a) Orbitals and their occupancies in 14. Shown are the
singly occupied π-type orbitals and a scheme of the dative σFeO

bond, made by donation from the oxygen filled p orbital to the
vacant dz2 iron orbital. (b) Orbitals and their occupancies in 25
formed by reduction of 4. Shown is the singly occupied π*(OO)
orbital.161,162
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population as the CASSCF/MM wave function,79 thus further
showing that DFT(B3LYP) captures the chemical essence
of the oxy-ferrous complex. Hence, the best description of
this species in terms of oxidation states is indeed FeIII-O2

-,
with a σFeO bond and a weakly coupled electron pair in the
π*(OO)-dyz orbitals, precisely as in the Weiss model. The
σFeO bond is formed by electron pair donation from the
doubly occupied orbital of the coordinated oxygen atom to
the vacant dz2 orbital on Fe, as schematized in Figure 8a.
Furthermore,79 the CASSCF/MM results were found to differ
significantly from the gas-phase CASSCF results, highlight-
ing the impact of the protein on the electronic structure. Thus,
in the gas phase the oxy-ferrous complex is quite far from
the Weiss model, exhibiting more covalency as in the
McClure model, and it is the protein and its bulk polarity
that drive the structure increasingly more toward the
FeIII-O2

- direction by stabilizing the negative charge on the
terminal H-bonded oxygen. This sensitivity to the protein
environment suggests that oxy-ferrous complexes of different
heme proteins (and model systems) may have different
characters of the Weiss-type bonding, thus behaving like an
“electronic chameleon”.

Once the orbital diagram for 4 in Figure 8a is admitted,
the electronic structure of 5 is simple and corresponds to
Figure 8b, with one unpaired electron in the π*yz(OO) orbital.
This singly occupied orbital has an antibonding interaction
with the dyz orbital, which should be sensitive to H-bonding
and bulk polarity effects, even more so than in the oxy-
ferrous case. Indeed, a very recent DFT(B3LYP)/MM
investigation showed that the ferric-peroxo species of nitric
oxide synthase (NOS) forms a very strong H-bond with the
positively charged arginine substrate which strongly modifies
its electronic structuresthe singly occupied orbital is now
an almost pure iron dyz orbital while the filled orbital made
from the bonding combination of π*yz(OO) and dyz (labeled
as dyz(Fe) in Figure 8b) becomes a low lying orbital
describing the partially formed O · · ·H bond.69

3.5. Cpd 0: The Ferric-Hydroperoxide Complex
(6) and its Formation from 5

Cpd 0 (6) has been generated as a transient by cryoradi-
olytic reduction of the oxy-ferrous complex of CYP101 and
detected by EPR176 and more recently also by resonance
Raman spectroscopy.223,233 The structure of Cpd 0 was
determined for the analogous CPO enzyme, by means of a
combined X-ray crystallography and DFT(B3LYP/B1)/MM
study.67 The corresponding Cpd 0 in a mutant (M69A) of
Cyt c552 was also recently identified by EPR and electronic
spectroscopy.234 The EPR studies indicate that the ground
state is a 2Πyz state, 26, with a single electron in the π*yz

orbital (Figure 3e), and the combined experimental-theoreti-
cal study of CPO Cpd 0 also shows that the observed
structural parameters fit only those of the doublet spin state.

A doublet ground state 26 was in fact anticipated by early
DFT(B3LYP)-only calculations225 and confirmed by subse-
quent similar work44,140,142,226 and an early DFT(ROB3LYP)/
MM study.157 A key feature of 26 in all DFT-only calculations
is the characteristic hydrogen bond between the proton of
the distal OH group and one of the nitrogen atoms of the
porphyrin ring. However, larger QM models, which include
Glu366, Asp251, Thr252, and crystal water molecules (Wat901,
Wat902, Wat903), revealed that this internal hydrogen bond
can be replaced by an external one where the OH group
points upward, donating a hydrogen bond to a water molecule
(W901) and accepting one from Thr252. The same conforma-
tions were reported in the DFT(ROB3LYP)/MM study157 and
in more recent DFT(B3LYP)/MM studies.78,159

The DFT(B3LYP/B1)/MM geometry of 26 for CYP101
is shown in Figure 9 for three different QM regions, i.e.,
the bare heme moiety (Figure 9a), the heme moiety plus the
residues and crystallographic water molecules of the Asp251

channel (Figure 9b), and the Glu366 channel (Figure 9c). The
QM/MM calculations of these three QM regions yield quite
similar distances, Fe-O (1.878; 1.894; 1.867 Å), O-O
(1.522; 1.528; 1.531 Å), and Fe-S (2.466; 2.464; 2.479 Å),
which are in good accord with the experimentally determined
parameters for CPO Cpd 0 (1.82, 1.50, and 2.4 Å, respec-
tively).67 Interestingly, the computed Fe-O bond length in
Cpd 0 is shorter than that in the corresponding oxy-ferrous
complex (Figure 7), and here this is in accord with the
conclusion from resonance Raman spectroscopy that the
Fe-O bond is stronger in Cpd 0.223,233 The three structures
in Figure 9 show internal H-bonding between the OH group
of the Fe-OOH moiety and one nitrogen atom of the
porphyrin ring. However, according to a recent DFT(B3LYP)/
MM study of CPO Cpd 0,66 the conformation wherein the
OH group maintains a strong H-bond with Glu183 is more
stable in CPO, and the barrier between the two conformations
is rather small (<7 kcal mol-1 with the larger basis set).

Figure 9 does not show the geometries of higher spin
states. As already reviewed,32 the quartet and sextet states
are significantly higher in energy than the doublet state. The
most recent extensive MR-CI/MM calculations78 of Cpd 0
for CYP101 give a doublet-quartet separation of 10.6 kcal
mol-1, in close agreement with the DFT(B3LYP)/MM
results159 and with earlier studies.142,235

3.6. The Protonation Mechanism and Generation
of the Ultimate Oxidant, Cpd I (7)

Formation of Cpd I requires two protonations (5 f 6 f
7). This involves translocation of the proton from the bulk
solvent into the active site and reorientation of the hydrogen-
bond network to facilitate the migration of the proton. It is
thus important to identify the aqueducts in the enzyme, along
with the titratable amino acids that can adopt different
protonation states, and thereby facilitate the proton transfer.

Figure 9. DFT(B3LYP/B1)/MM optimized structures (Å) of Cpd 0 in the doublet ground state, 26:78,159 (a) QM region as shown; (b) QM
region, which includes Thr252, W901, and Asp251; (c) QM region, which includes Thr252, W523, W566, W687, W902, and Glu366.
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As already discussed, the protonation machinery of P450
enzymes is generally thought to involve an acid-alcohol pair
and a water network, which shuttles the proton in a Grotthuss
type mechanism.236 In the case of CYP101, possible candi-
dates are Asp251-Thr252 and/or Glu366-Thr252, along with
active-site water molecules (Wat523, Wat566, Wat687, Wat901,
and Wat902).175,182,219,237 An alternative path involves Arg299,
which participates in a salt bridge with the propionate-A side
chain (7-propionate) of the heme; it has been postulated to
function as a gate that opens wide by a conformational
change and thereby allows water molecules in.238 These many
potential channels make the problem very complex. Adding
to this complexity is the coupling between reduction and
protonation, as indicated by significant kinetic solvent isotope
effects (KSIE) that are observed already for the reduction
of 14.182,239-241 The D251N mutant exhibits a very large KSIE
of 10,182 which implies Asp251 as a key acid in the protonation
process. Indeed, Asp251 has access to the bulk water, and it
can control the proton shuttle through a “carboxylate switch”:
deprotonated Asp251 blocks the water entry, since it is
engaged in salt bridges (Arg186; Lys178), but upon protonation,
it may flip to the inside of the active site and open the channel
to water molecules.178,182 The relevance of Glu366 does not
seem as compelling, considering the fact that mutation
experiments242 showed little change of activity when replac-
ing Glu366 by Met. Moreover, the Glu366 residue does not
have direct connection with the bulk solvent, such that there
is no obvious mechanism of reprotonating this residue after
transferring its proton to the heme-oxy moiety.

3.6.1. First Protonation Step: Conversion of (5) into Cpd
0 (6)

Early DFT-only studies of the protonation of 25 to form
2645,235,243,244 provided insight into the mechanism but also
showed that protonation cannot be studied with simple model
systems; different models yield disparate results for the
exothermicity/endothermicity of the process and its barriers.
Thus, with a calculated proton affinity of 422 kcal mol-1, 25
would even accept a proton from a nearby water molecule,235

but the energy of the process highly depends on the number
of water molecules, as well as a correct choice of the residues
near the water molecules.243,244 A DFT(ROB3LYP)/MM
study157 considered only the process originating from Glu366

and reported a small barrier of 4.0 kcal mol-1.
As outlined above, however, the Asp251 channel provides

the most likely pathway for proton delivery. Therefore, a
recent DFT(B3LYP)/MM study focused on this channel in
the wild type (WT) and mutant CYP101 enzymes.161 The

four models A-D that were investigated are shown in Figure
10. According to MD calculations in an earlier study,159

Asp251 can rotate rather easily out of its salt bridge with
Arg186 (at an energetic cost of less than 4 kcal mol-1 for twists
up to 40°), and it should thus be dynamically accessible to
protonate it from bulk solvent. The wild-type enzyme model
A thus employed protonated Asp251 as proton source. Three
models B-D were used for the D251N mutant: B was
generated from A by manually replacing Asp by Asn, C was
taken from the MD trajectory of B showing a flip of the
Asn side chain within 45 ps to the outside of the pocket
(due to repulsion with Arg186), while D was generated from
C by adding a water molecule, WatS, to the space generated
by the flipped Asn.

The mechanism for the WT enzyme is depicted in Figure
11, along with relative energies of the “reactant complex”
(5RC), transition state (5TS), and “product complex” (6PC).
The barrier for protonation is very small and hardly sensitive
to the basis set used, being 2.5 kcal mol-1 with the largest
basis set (def2-TZVP, 6-311++G(2d,2p)) and 1.2 kcal mol-1

with the lowest basis set (B1). The small barrier agrees well
with the short lifetime of this species and with the fact that
the reduction of the oxy-ferrous complex 4 exhibits KSIE,
which means that the formation of 5 and its protonation are
almost simultaneous.239 The generation of Cpd 0, 6, is seen
to be exothermic by 33.6 kcal mol-1, quite close to the result
of a large-model DFT-only calculation reviewed before.32

Indeed, the transition state, 5TS, which involves a synchronous
proton shuttle from Asp251 all the way to the Fe-OO moiety,
is “early”, in accord with the highly exothermic reaction and
low barrier. Interestingly, 5 has been implicated as an
additional oxidant in deformylation reactions (see review of
mechanistic aspects22). However, with a barrier of only 2.5
kcal mol-1 for collapse to Cpd 0, it is unlikely that 5 can be
responsible for deformylation in the WT enzyme, unless this
barrier is significantly larger, due to conformational changes
in the protein.

For the D251N mutant, model B yields a very low barrier
(2.2 kcal mol-1 with the largest basis set) for proton transfer
from the NH2 side chain of Asn252 to the FeOO moiety via
Wat901 and Thr252 (see Figure 10), which was attributed to
the acidifying effect of the Arg186 residue.161 However, model
B is hardly realistic, since classical MD simulations give a
very low barrier (<2 kcal mol-1) for the flip of the Asn251

side chain that leads to model C. The results for model C
are given in Figure 12. Since the flipped Asn251 has no good
way to deliver a proton, the transfer occurs from Thr252,
which becomes an anion: the corresponding barrier is

Figure 10. QM-models A-D for DFT/MM studies of the protonation of 25 to 26, in the wild type (A) and the D251N mutant of CYP101
with the different Asn251 conformations (B-D). WatS is an added water molecule. Reprinted with permission from ref 161. Copyright 2008
American Chemical Society.
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significant (6.4 kcal mol-1), the reaction is endothermic, and
the transition state is advanced. No facile path for reproto-
nation of the Thr252 anion was found, however, and it may
thus well be that an alternative route is actually preferred
for model C, namely back-flip to B and subsequent proton
transfer in B, which requires an overall activation of ca. 10
kcal mol-1.161

A variant of C is D, where an additional water molecule
(WatS, Figure 10) can enter the pocket from the bulk and
mediate the proton transfer. This process is mildly exothermic
(-6.3 kcal mol-1 at the highest level), but the barrier remains
significant, 7.5 kcal mol-1.161 It is conceivable that the
resulting system with an OH- anion (from WatS, stabilized
by H-bonds) can be reprotonated from bulk solvent without
undue activation (not studied). In summary, the DFT(B3LYP)/
MM study of several realistic models of the D251N mutant
indicates sizable overall barriers for the proton transfer 5f
6. Hence, the lifetime of 5 will be significant in the D251N
mutant, and the KSIE might be large, especially for model
D, where the generated hydroxide anion of WatS will have
to be reprotonated from bulk water.

3.6.2. Second Protonation Step: Conversion of Cpd 0 (6)
into Cpd I (7)

EPR/ENDOR studies of the T252A mutant of P450cam by
Davydov et al.176 showed that Cpd 0 is still formed but no
camphor hydroxylation occurs, thus suggesting that this
mutation prevents the protonation of Cpd 0 and the formation

of the ultimate oxidant, presumably Cpd I. The Cpd I
formation in P450 enzymes is generally assumed to follow
the Poulos-Kraut mechanism that is well established in
peroxidases,245 where the proton is added to the distal oxygen
of Cpd 0 followed by water splitting (see Scheme 3). The
species labeled as 6prot is not necessarily considered to be
stable but perhaps a transition state en route to Cpd I (7).

Early attempts to study this second protonation process
by means of DFT-only calculations of the isolated molecule
suggested that Cpd 0 (6) is a very strong base with a proton
affinity of 334 kcal mol-1,235 or 330.1 kcal mol-1,142,143 and
that it is thus expected to accept a proton and collapse to
Cpd I without a barrier.45,144 A somewhat larger model45 also
gave a highly exothermic reaction and no definite barrier.
An early DFT(ROB3LYP)/MM study157 indicated a highly
exothermic process as well, but no precise data appear in
the paper to assess the cause of the exothemicity. By contrast,
a more recent study of a large model of 96 atoms, which

Figure 11. DFT(B3LYP/B1)/MM optimized geometries (Å) and relative energies (kcal mol-1) of 5RC, 5TS, and 6PC, for the proton transfer
that leads to the formation of Cpd 0 (6) in the WT enzyme (model A in Figure 10).161 Relative energies refer to the largest basis, def2-
TZVP(Fe)/6-311++G(2d,2p) (rest).

Figure 12. DFT(B3LYP/B1)/MM optimized geometries (Å) and relative energies (kcal mol-1) of 5RC, 5TS, and 6PC, for the proton transfer
that leads to the formation of Cpd 0 (6) in the D251N mutant (model C in Figure 10).161 Relative energies refer to the largest basis,
def2-TZVP(Fe)/6-311++G(2d,2p) (rest).

Scheme 3. Schematic Consensus Mechanism of the
Conversion of Cpd 0 (6) to Cpd I (7)
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included Asp251, Thr252, Glu366, and the water networks
connecting the two acids to the FeOOH moiety,226 suggested
for the first time that the process is almost thermoneutral
and that 6prot may be a true intermediate. A significant barrier
was found for the formation of 6prot as well as for its
subsequent water splitting step.

This spectrum of results was clearly confusing and
motivated a recent DFT(B3LYP)/MM study of CYP101159

that addressed both the Glu366-Thr252 and Asp251-Thr252

channels. The Glu366-Thr252 channel indeed gave the mech-
anism shown in Scheme 3 and located in the preceding model
study.226 However, the 6prot intermediate was found to be
unstable at the DFT(B3LYP)/MM level, lying >20 kcal mol-1

above Cpd 0 and having a very small barrier (3-4 kcal
mol-1) for collapse to Cpd I. The Asp251-Thr252 channel did
not yield this mechanism at all. In any event, with such
energetics, this mechanism does not seem to be the likely
candidate for the formation of Cpd I.

The second mechanism considered originates from the
Asp251-Thr252 channel, and its key features are shown in
Figure 13. It is not driven by initial protonation but rather
starts with homolysis of the O-OH bond. As OH departs
(see IC1), two events happen simultaneously: (i) an electron
from the porphyrin a2u orbital is shifted to the departing OH
radical, converting it to OH-, and (ii) simultaneously Thr252

protonates the hydroxide anion and gets itself protonated by
Wat901. Thus, the mechanism involves proton-coupled elec-
tron transfer (PCET), which is made possible by the facile
proton delivery along the hydrogen bonding network in the
Asp251-Thr252 channel and the “push effect” of the thiolate
that promotes the electron shift. The barrier for the O-OH
cleavage was calculated to be 15.4 kcal mol-1 (at the highest
level). The intermediate IC1 is a shallow minimum with
standard QM/MM options (using the QM region shown in
Figure 13). Inclusion of Arg186 into the QM region facilitates

the protonation by acidifying Wat901, and as a result, the IC1
minimum disappears in the largest QM/MM model consid-
ered. The analogous mechanism in the Glu366-Thr252 channel
gives a similar initial barrier but proceeds in a stepwise
manner. It was not pursued further because Glu366 is not
connected to the bulk water and can thus not easily be
reprotonated (see above) which would be necessary in a
complete catalytic cycle. In both mechanisms, the formation
of Cpd I from Cpd 0 is either almost thermoneutral or slightly
exothermic, with a “best” estimated reaction energy of about
-8 kcal mol-1. At this stage we cannot say whether the small
exothermicity is a general feature or one that is specific to
P450cam. Nevertheless, the PCET mechanism seems to carry
over to other enzymes. Thus, in subsequent QM/MM work,
the synchronous PCET mechanism for Cpd I formation has
also been found in CPO66 and in NOS.69 In all these cases,
PCET proceeds by a hybrid homolytic-heterolytic mecha-
nism, and this hybrid nature lowers the O-O cleavage barrier
well below that of the pure homolytic mechanism.66

What remains to be studied for the wild-type P450cam

enzyme is the process for generating the higher spin states
of Cpd I, 4,67. Corresponding DFT(B3LYP)/MM calculations
for CPO gave large barriers of the order of 20 kcal ·mol-1.66

If this is true also for P450, then we might conclude that the
4,67 species are not formed directly but must be generated
by intersystem crossing from 27.

3.6.3. Conversion of Cpd 0 (6) into Cpd I (7) in the
T252X Mutants

The mutation of Thr252 is known to have an adverse effect
on the activity of CYP101.175 Replacement of Thr252 by a
small aliphatic residue in mutants such as T252A and T252G
leads to an uncoupling of O2 consumption from camphor
hydroxylation, since most of the consumed O2 is converted
to H2O2 (95% or more). Both hydroxylation and uncoupling
are observed in the T252V mutant, to a similar extent,
whereas hydroxylation is the dominant channel in the T252S
mutant (85%) and the only channel in the wild-type enzyme
(100%). The latter trend remains true when the Thr252 side-
chain OH group is replaced by a methoxyl group (which,
however, slows down the reaction significantly). The double
mutant D251N/T252A as well as the single mutant D251N
also perform hydroxylation, albeit at a reduced rate compared
with the wild-type enzyme. These experimental findings
clearly indicate that the Thr252 residue plays a crucial
mechanistic role and influences the ratio of hydroxylation
vs uncoupling products. It is also known that some T252X
mutants retain partial oxygenation activity. For example, the
T252A mutant is still capable of epoxidizing the double bond
of 5-methylenylcamphor,183 which has been interpreted to
arise from reactivity of Cpd 0, acting as an oxidant toward
the more reactive substrates if Cpd I formation is suppressed
(recall the more favorable uncoupling in the T252A mutant,
see above). Since the crystal structure of the T252A mutant
contains a water molecule near the O2 binding site that is
not present in the wild-type enzyme,184,185 it has been
suggested that solvent participation affects the reactivity, in
particular the competition between Cpd I formation and
uncoupling.

To address these issues, the T252X mutants with X )
serine, valine, alanine, and glycine were studied by
DFT(B3LYP)/MM calculations.246 Starting geometries for
Cpd 0 were taken from a crystal structure of the wild-type
enzyme (pdb: 1DZ8) that had been used in previous QM/

Figure 13. DFT(B3LYP/B1)/MM optimized geometries (Å) of
Cpd 0 (26), TS1, IC1, and Cpd I (27). Relative energies (kcal mol-1)
refer to the largest basis set employed: LACV3P++**(Fe)/6-
311++G** (rest). Reprinted with permission from ref 159.
Copyright 2006 American Chemical Society.
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MM work, and mutant structures were generated by manually
replacing the threonine residue by the desired amino acid X
and subsequent relaxation and equilibration. The crystal water
molecule Wat901 that is located in the X-ray structure, of the
wild type (WT) enzyme, between Thr252 and Asp251 remains
in this position during classical 2 ns MD simulations, both
in the WT enzyme and in each of the four mutants. By
contrast, an additional water molecule, WatS, placed manu-
ally into the vicinity of residue 252 quickly escapes from
this region during classical MD in the case of the WT enzyme
and the T252S mutant, whereas it remains put during the
full 2 ns simulation in the case of the T252V, T252A, and
T252G mutants. The corresponding substitutions obviously
generate enough “empty space” to accommodate an extra
water molecule so that the latter three mutants should be
modeled with inclusion of WatS.

The conversion of Cpd 0 to Cpd I is computed to proceed
by essentially the same mechanism in the WT enzyme and
in the four mutants. As discussed above (see section 3.6.2),
the first and rate-limiting step involves a homolytic-heterolytic
cleavage of the O-O bond followed by a proton-coupled
electron transfer. The computed barrier is in the range of
14-17 kcal mol-1 for all five systems and is not affected
much by the presence or absence of WatS in the T252V,
T252A, and T252G mutants. The uncoupling reaction
(formation of hydrogen peroxide) is found to be a concerted
reaction in the WT enzyme, with a rather high barrier of 27
kcal mol-1, which reflects the large distortions that are
necessary to establish a proton delivery path from Asp251

via Wat901 and Thr252 to the proximal (rather than the closer
distal) oxygen atom of the FeOOH moiety. The alternative
two-step mechanism (Fe-O cleavage first followed by proton
transfer) is even less favorable because of the strength of
the Fe-O bond. In the mutants, in the absence of WatS, the
uncoupling reactions remain concerted and difficult to
achieve, with barriers between 23 and 29 kcal mol-1.
However, in the presence of WatS, a much more favorable
hydrogen bond network is established in the Asp251 channel
for the T252V, T252A, and T252G mutants, with uncoupling
barriers of 19, 12, and 12 kcal mol-1, respectively. The
corresponding optimized geometries and reaction profiles are
illustrated for the T252A mutant in Figures 14 and 15,
respectively.

In summary, the DFT(B3LYP)/MM calculations for the
T252X mutants agree with the experimental findings and
offer a consistent mechanistic scenario. In the WT enzyme,
Cpd I formation is favored, since its rate-limiting barrier is
13 kcal mol-1 lower than that for uncoupling. The difference
is reduced to 7 kcal mol-1 in the T252S mutant. In the case
of the other three mutants, an extra water molecule enters

the active site and lowers the activation energy for uncou-
pling significantly. With the additional water molecule, Cpd
I formation and uncoupling have similar barriers in the
T252V mutant, and uncoupling becomes favored in the
T252A and T252G mutants. These DFT(B3LYP)/MM thus
confirm the hypothesis that proton delivery by solvent water
is responsible for the uncoupling reaction in some mutants.

3.6.4. Conversion of Cpd 0 (6) into Cpd I (7) in the
D251N Mutant

As mentioned above, it is known experimentally182 that
the D251N mutant does not undergo uncoupling but performs
hydroxylation of camphor, albeit at a reduced rate (lower
by a factor of 30 compared with wild-type P450cam). This
suggests that the mutant forms Cpd I, but more slowly than
the wild-type enzyme. DFT(B3LYP)/MM calculations247 on
the D251N mutant confirm that the barriers for uncoupling
are indeed always significantly higher than those for cou-
pling, in agreement with experiment. As in the case of the
first proton transfer that leads to Cpd 0 (see section 3.6.1),
three models of the D251N active site were used to study
the second proton transfer that converts Cpd 0 into Cpd I:
the mutated Asn251 residue can be directed toward the heme
(model I, no flip) or away from the heme (model II, flip),
and in the latter case, the reorientation of the Asn251 side
chain generates enough empty space to hold an extra water
molecule (model III, flip with WatS). Classical MD simula-
tions show that model I rearranges spontaneously to model
II within less than 400 ps and that the extra water molecule
of model III remains stable in the active site during 2 ns of

Figure 14. DFT(B3LYP/B1)/MM optimized geometries (Å) for the species in the uncoupling reaction of the T252A mutant in the presence
of an extra water molecule, WatS. Reprinted with permission from ref 246. Copyright 2009 American Chemical Society.

Figure 15. DFT(B3LYP/TZVP)/MM energy profile for coupling
and uncoupling reactions with and without an extra water molecule
in the T252A mutant. Reprinted with permission from ref 246.
Copyright 2009 American Chemical Society.
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MD simulation. For all three models, Cpd I formation in
the D251N mutant follows the same basic mechanism as in
the wild-type case (see section 3.6.2), with initial O-O
cleavage followed by proton transfer. The barrier for the
initial step is similar in all D251N models (around 14 kcal/
mol), but the proton transfer is most facile in model III (not
feasible in model II, significantly higher barriers in model
I). The proton transfer in model III generates a hydroxide
anion (at Wat901) that is not reprotonated easily by neighbor-
ing residues (Arg186); however, proton delivery from bulk
solvent seems possible by a Grotthuss mechanism via a water
network that remains intact during 2 ns of classical MD
simulation. In summary, the DFT(B3LYP)/MM calculations
show that Cpd I formation in the D251N mutant is feasible
only when extra water molecules enter the active site (model
III). They reproduce the experimentally observed preference
of the mutant for coupling, and the lower hydroxylation
activity can be tentatively ascribed to a less facile proton
transfer (since the initial O-O cleavage has similar barriers
in the wild-type enzyme and in the D251N mutant).

3.7. Cpd I (7): The Ultimate Active Species
As mentioned above, Cpd I is elusive in the native working

cycle. X-ray structural evidence for the existence of Cpd I178

seemed initially very convincing but has subsequently been
cast in doubt,176 although not definitely ruled out. The
presence of Cpd I as a transient species was inferred by
cryogenic and electronic absorption studies184,248-250 and from
cryogenic EPR/ENDOR spectroscopy of the alcohol product
of camphor hydroxylation starting from deuterated camphor
at the C5-H position.176 Attempts to generate Cpd I using
oxygen surrogates such as iodosylbenzene or peracids led
usually to the one-electron reduced species, so-called Com-
pound II (Cpd II), and a Tyr radical.251-254 More recent
experiments250,255 showed how one can optimize the forma-
tion of Cpd I, before the heme bleaches due to destruction
by the peracid, and observe the characteristic chemistry of
Cpd I. Strong but indirect support for the participation of
Cpd I was provided by the analogous reactivity of synthetic
Cpd I species and P450 toward the same substrates (similar
product distribution and stereochemical scrambling).22 A
recent study by Dowers et al.256 used a surrogate oxygen
atom donor to generate the N-oxide derivative of N,N-
dimethyl amines and demonstrated that this leads to hy-
droxylation of the methyl group of the N,N-dimethyl amines,
thereby strongly implying that the only competent oxidant
in the reaction was Cpd I. Nevertheless, the elusiveness of
Cpd I, in the working cycle, prompted suggestions for
alternative oxidant species, such as Cpd 0,23,183,257 Cpd
II,258-260 and recently also the perferryl PorFe(V)dO
species.261,262 However, recent experiments, which directly
compared the reactivity of Cpd 0 and Cpd I in enzymes and
in model systems showed Cpd 0 to be far less reactive than
Cpd I, so that in all likelihood the latter is the only oxidant
in a working P450 enzyme.234,263-265 According to compu-
tational work (described in more detail below), the same
applies to the reactivity of Cpd II,164 while the perferryl
proposal seems at present untenable because of the high
energy of this species.164,266 Furthermore, in a more recent
study of Newcomb et al.,262 Cpd I of the thermophilic enzyme
CYP119 was generated by laser flash photolysis (LFP) from
Cpd II and was allowed to react with a variety of substrates,
thus providing rate constants for substrate oxidations by a
P450 Cpd I. The so obtained rate constants were generally

2-3 orders of magnitude larger than the rate constants for
the reactions of model Cpd I species with the same set of
substrates.267 While the reaction rate for CYP119 Cpd I,
generated in the native working cycle, is still not known,
these results already show that a P450 Cpd I generated by
LFP is a competent oxidant. As such, the weight of evidence
seems to be in favor of Cpd I being the primary if not the
sole oxidant species in the P450 cycle.

Because of the uncertainty regarding Cpd I, and because
of its status as the primary oxidant of P450, theoretical
studies have tended to focus primarily on this species, using
QM-only models28,46-50,141,197,198,266,268-271 and DFT/MM stud-
ies of many P450 isoforms53,55,56,77,78,157,160 and other thiolate
enzymes such as CPO66 and NOS,68,69 as well as other heme
enzymes.74,272,273 All these DFT-based studies as well as the
available correlated ab initio studies77,78,274 agree on one
feature, namely, that the species has two low-lying spin
states, doublet and quartet, which are almost degenerate, as
already discussed by reference to Figure 3a.

Early DFT-only studies of Cpd I models in vacuum led
to controversial results about the electronic ground
state.28,46-50,53,141,197,198,266,268-271 In particular, the results were
very sensitive to the choice of the axial ligand. Still, all
calculations agreed that Cpd I possesses three singly occupied
orbitals, two of which are the π*xz and π*yz orbitals (Figure
3a). However, the nature of the third singly occupied orbital
appeared to depend on the chosen thiolate model and on the
interactions of the sulfur atom with the environ-
ment.28,46-50,53,141,197,198,266,268-271 In cases where the cysteinate
was modeled by SMe46,141,271 or SCys without internal
hydrogen bonding,49 the third unpaired electron resides in a
lone-pair orbital on the sulfur, leading to a very large spin
density located on the sulfur ligand and hardly any on the
porphyrin ring. By contrast, the choice of SH- or cysteinate
with internal hydrogen bonding leads to 4,2A2u electronic
states where the a2u porphyrin orbital is singly occupied
(π*xz

1π*yz
1a2u

1), with spin densities distributed evenly be-
tween porphyrin and sulfur.29,50,198 Furthermore, the Fe-S
distance was found to depend on the nature of the ligand
model used for cysteine and to vary as a result of environ-
mental perturbations, which were modeled by NH · · ·S
hydrogen bonding and a dielectric constant to mimic the
effect of the electric field of the protein.50,197,266 The
environmental effects on the geometry and spin densities of
Cpd I are depicted in Figure 16, which shows results of
Ogliaro et al.50 and Shaik et al.26 for the system (Por,SH)
and those of Rydberg et al.141 for the system (Por,SMe).

It is seen from Figure 16 that, generally, the FeO moiety
bears a spin density (F) of around 2, indicative of singly
occupied π*xz and π*yz orbitals (see Figure 3a). The third
spin is distributed on the sulfur and porphyrin groups, in a
manner sensitive to the environment and ligand representa-
tion. Thus, in the gas phase and without any external
interactions, the species has a predominant thiolate radical
character; for example, for 4A2u 54% (Figure 16a) or 72%
(Figure 16b) of the spin density is on the thiolate ligand.
External interactions with a dielectric medium (ε ) 5.7) or
NH · · ·S hydrogen bonding (Figure 16a) shift spin density
from sulfur to porphyrin; in the case of the Por,SH model,
the species acquires a predominant porphyrin radical cationic
character (74-89% in Figure 16a).26,50 Further inspection
of Figure 16 reveals that, while the FedO and Fe-N bonds
are not sensitive to the environment, the Fe-S distance is
significantly affected by the external perturbation. Thus,
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relative to the gas phase, the Fe-S distance is shortened, in
some cases by almost 0.1 Å.50,197 In view of this sensitivity
of the electronic structure and Fe-S bond length of Cpd I,
Ogliaro et al.197 characterized Cpd I as a chameleon species
that can change its nature depending on external condi-
tions.50,197 Later it was shown that an external electric field
(EEF) oriented along the S-Fe-O axis can induce these
changes or create an exclusive sulfur radical by simply
switching the direction of the EEF, thereby further supporting
the chameleon nature of the species.275

These geometric and electronic changes exerted by the
environment, noted initially in DFT model studies that
accounted for the environment,50,197 were confirmed by the
DFT(B3LYP)/MM study of Cpd I in the native protein.53

The first DFT(B3LYP)/MM calculation on Cpd I of CYP101
was published in 2002.53 It employed three QM regions with
different cysteine parts (labeled in Scheme 2 as SH, SMe,
and ext-SCys), a few snapshots from equilibrated MD
simulations, and three different basis sets. Representative
DFT(B3LYP)/MM results obtained for the 29 ps snapshot
and the largest basis set are shown in Figure 17a-c and
compared with the corresponding gas-phase data. It is
apparent that for all QM regions the protein shortens the
Fe-S bond and converts the species from a predominantly
sulfur radical to a porphyrin cation radical. Thus, irrespective
of the ligand model, all the species in the protein environment
look very similar to one another. This picture did not change
with subsequent studies of CYP101, which all gave FedO/
FesS distances of approximately 1.64/2.55 Å and an
electronic structure that is typified by a porphyrin cation
radical with some thiolate spin density e0.23.56,77,78,160 As
shown in Figure 17d, these results are in general agreement
with recent EXAFS (extended X-ray absorption fine struc-
ture) structural data276 and ENDOR spin density data75 for
CPO Cpd I.

Another impact of the protein environment can be seen
from Table 1, which summarizes Mössbauer spectroscopic

parameters of Cpd I in the gas phase and in the protein. The
first two entries correspond to the Por,ext-SCys model of
CYP101,77 while other entries refer to the Por,SH model of
CYP3A455 and of CYP101, its L358P mutant, and the
analogous CPO and NOS enzymes.160 The largest difference
between the protein and the gas phase (see the first three
entries) is seen in the quadrupole splitting parameter.
However, some changes are also apparent in the isomer shift
and asymmetry parameters. The changes of the quadrupole
splitting and isomer shift parameters reflect the reduced
charge density on the iron center in the protein environment,
in line with the increased porphyrin cation radical character,
while the larger asymmetry parameter reflects the greater
off-planar doming distortion of the porphyrin moiety from
planarity in the protein. Similar differences were noted for
other spectral properties, such as zero field splitting param-
eters and EPR/ENDOR parameters.77 Interestingly, the
enzymes that are closer than others to the gas-phase
environment are CYP3A4 (4th entry) and NOS (7th entry).

Figure 16. Environmental effects on geometrical parameters (Å)
and group spin densities F of Cpd I: (a) Model calculations26,50

with different dielectric constants ε and with hydrogen bonding
(NH · · ·S); (b) model calculations141 with different dielectric
constants ε. Figure 17. (a-c) Gas-phase and DFT(B3LYP/B1)/MM optimized

structures (Å) and group spin density data for three different QM
regions.53 Data refer to 4A2u(2A2u) states. (d) Experimental EXAFS
geometry276 (Å) and EPR-ENDOR spin densities75 for the analogous
CPO Cpd I.

Table 1. DFT(B3LYP)/MM and DFT(B3LYP)-Only Computeda

Mössbauer PropertiessIsomer Shift δ, Quadrupole Splitting
∆EQ, and Asymmetry Parameter ηsof Cpd I Species of CYPs
and Analogous Thiolate Enzymes, Including Available
Experimental Data for CPO

Cpd I species δ (mm/s) ∆EQ (mm/s) η source

CYP101-enzyme 0.10 0.58 0.19 ref 160
CYP101-enzyme 0.13 0.67 0.09 ref 77
CYP101-model 0.09 1.34 0.06 ref 77
CYP3A4 0.11 1.36 0.17 ref 55
Se-CYP101 0.11 1.19 0.08 ref 62
CPO 0.11 0.73 0.32 ref 160
NOS 0.08 1.00 0.21 ref 160
CPO expt 0.15 1.02 n/a ref 422

a DFT-only data refer to gas-phase calculations for a CYP101 model
system.
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In the case of NOS vs the CYP and CPO enzymes, this
difference was found160 to correlate with the differences in
the orientation of the EEF vector of the protein vis-à-vis Cpd
I in a manner analogous to the model study of the EEF
effect;275 thus, whereas, in most enzymes, the EEF vector is
aligned approximately with the S-Fe-O axis, in the case
of NOS it lies in the porphyrin plane. This finding highlights
the importance of the protein field in shaping the properties
of Cpd I.

The protein-field effect also has energetic consequences
that were reviewed before.32 Thus, the range of QM energetic
stabilization (within the QM/MM energy) of Cpd I by the
protein relative to the gas-phase species, for the three ligand
models (Por,SH; Por,SMe; Por,ext-SCys), is of the order of
100-150 kcal mol-1. Recalling that the QM energy com-
ponent in QM/MM includes the effect of the MM charges,
these stabilization energies reflect the field effect exerted by
the protein on Cpd I, due to the interaction of the partial
charges and H-bonding with the active species. Interestingly,
the same quantity in CYP3A4 was calculated to be signifi-
cantly lower (85 kcal mol-1), in accord with the similarity
of the corresponding Mössbauer data to the gas phase noted
above in Table 1.

3.7.1. A Model for the Chameleon Behavior of Cpd I

The importance of the protein field effect, and its effect
on the properties of Cpd I, can be rationalized most simply
using the valence bond (VB) models shown in Figure
18.31,50,53,198,199 The main idea in this model is that the iron-
oxo porphyrin cation-radical moiety is a powerful electron
acceptor, and therefore, any good electron donor can donate
electrons into the porphyrin hole and participate in the
electronic structure as part of the cation-radical moiety. In
the Cpd I species itself, the good electron donor is the thiolate

ligand, and therefore, we can view Cpd I as a composite of
the two resonance structures in Figure 18a, one in which
the porphyrin is closed-shell and the thiolate is a radical (state
|a〉) while the other (state |b〉) is an ion-pair with a cation
radical on the porphyrin and a thiolate anion. In the gas-
phase |a〉 is below |b〉 and the energy separation depends
mainly on the choice of the axial ligand, e.g., thiolate or
methyl mercaptide, etc. However, a dielectric medium and/
or hydrogen bonding interactions will stabilize the ion-pair
state |b〉 , to the extent that it moves below |a〉 , as evident
from the large energetic protein-field effect discussed above.
In this case, the mixed state becomes more |b〉-like, having
more spin density on the porphyrin. This is indeed what the
above calculations show in Figures 16 and 17. An alternative
way to understand the change in Figure 18a is by noting
that the singly occupied “a2u” orbital of Cpd I changes its
character from a sulfur-dominated orbital in the gas phase
to a porphyrin cation radical in the protein or in the
condensed phase.26,77,197 Generally speaking, the electronic
structure in this picture is expected to show sensitivity to
nearby additives, which are polar, such as water molecules50

or charged residues.160 Moreover, as shown in Figure 18b,
the Fe-S bond changes from a weak and long one-electron
bond in the gas phase to a stronger and shorter two-electron
bond in the protein. Therefore, Cpd I is a mixed-valent state
and as such, its Fe-S distance and electronic properties
depend on the hydrogen-bonding network and polarity of
the surrounding enzyme.

However, as shown in Figure 18c, thiolate is not the only
donor in the protein environment. There may be other
electron donors, labeled generally as D: (with an electron
pair in a donor orbital). These donors may be other protein
residues or the substrate itself.199 In such an event, we can
think of an additional resonance structure, where the external
donor molecule/moiety donates one electron to Cpd I, leading
to D•+/Cpd II. The mixing of the two structures now creates
a new hybrid state, where the cation radical moiety will be
spread over the sulfur, the porphyrin, and the D moieties,
i.e., (S/Por/D)•+. Alternatively, if the donor moiety is a
powerful one and there is no delocalization path that allows
mixing, the electronic structure will tend to localize as D•+/
Cpd II, altogether. Such an electronic situation is known
among peroxidases, where cytochrome c peroxidase (CcP)
involves a Cpd II and Trp•+, whereas ascorbate peroxidase
(APX) has a normal Cpd I, due to subtle changes in the
proximal side of the active site.196,272 By contrast, the
chameleon-like behavior with delocalization of the cation
radical species over a few moieties has recently been
observed computationally in NOS, where Cpd I, the arginine
substrate, and the cofactor H4B seem to share the cation
radical.69 Moreover, this phenomenon has recently been
postulated to occur in the P450 isoform called P450 StaP
(CYP245A1),195 which has been confirmed by DFT(B3LYP)/
MM computations.58

The DFT(B3LYP)/MM spin density distributions and
singly occupied orbitals of the complex of P450 StaP Cpd I
with the substrate chromopyrollic acid (CPA) are shown in
Figure 19. It is seen that, in all three situations considered,
the cation radical is distributed over Por, sulfur, and CPA.
CPA participates through the indolic moiety, while the Por/
sulfur moieties participate through the normal a2u orbital.
When the His250 residue is protonated in its distal side, in
Figure 19a, the spin density on CPA is small (0.23), and
when it is protonated at the proximal side, in Figure 19b,

Figure 18. Valence bond modeling of the influence of the protein
environment on the electronic structure of Cpd I: (a) Valence bond
mixing of the contributing structures. (b) The Fe-S bond orbital,
its occupancy, and the type of the Fe-S bond, depending of the
environment. (c) The valence bond mixing situation in which an
additional electron donor, D:, contributes to the electronic structure
and participates in the cation-radical manifold.50,53,198,199 Reprinted
with permission from ref 32. Copyright 2005 American Chemical
Society.
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the CPA spin density rises to 0.58 and the singly occupied
orbital acquires significant indolic character. Finally, in
Figure 19c, when Wat789 (the water molecule that splits off
during the formation of Cpd I; see above) is added, the CPA
spin density rises to 0.79 and the singly occupied orbital
looks virtually indolic. This delocalization of the cation
radical species over to CPA is determined by the fact that
the protein causes double deprotonation of CPA and holds
it by an extensive array of H-bonds. However, in the
dianionic state, CPA becomes a powerful enough donor to
participate in the cation-radical species, and at the same time,
the hybrid (Por/S/CPA)•+ character arises due to the delo-
calization path that involves CPA-Wat644-His250-Wat789 moi-
eties and the interaction of the CPA carboxylate with the
propionic acid side chain on the porphyrin. Thus, while the
chameleon property varies with protein fluctuation, it is still
apparent in all conformations.

At the same time, we must recall that not every interaction
will make a difference. For example, recent calculations160

on the L358P mutant of CYP101,194 where the NH · · ·S
interaction due to the NH group of Leu358 is severed by
mutating it to Pro, showed that the removal of the H-bonding-
like interaction has hardly any effect on the geometry and
spin density of Cpd I. Similarly, in CYP3A4, the analogous
NH · · ·S interaction with the Met445 residue was shown to
be insignificant.55 However, the other NH · · ·S interactions
(in CYP101 with Gly459 and Gln360, and in CYP3A4 with
Gly444 and Ile443) are important55 and are responsible for the
shifting of the spin density from sulfur to porphyrin, as shown
in Figures 16 and 17.

Another case in point is the early DFT(ROB3LYP)/MM
study of Cpd I of CYP101,157 which reported considerable
spin density on the propionate side chain A (propionates 7).
However, in this case, extensive test calculations using
DFT(B3LYP)/MM55,59,131,163,277 did not find any significant
spin density at the propionate groups whenever these are
properly screened by the neighboring arginines, both in the
gas phase and in the protein. This screening makes the
propionates poor electron donors, and therefore, they do not
participate in the electronic structure, as initially proposed.157

However, it may well be that, under the conformational
fluctuations of the protein, Cpd I may acquire transitory spin
density on the propionate side chains74 and provide a
delocalization path as found in NOS, where the H4B cofactor

acquires spin density (partially as H4B•+) due to the interac-
tion with the propionate side chain.69

3.7.2. Cpd I Species in Human P450 Isoforms

An extensive DFT(B3LYP)/MM study of Cpd I in the
human isoforms CYP2C9, 2B4, and 3A4, with comparison
to CYP101,56 involved the Por,SMe and Por,ext-SCys models
and several other variants, with residues in the distal and
proximal sides as well as on the porphyrin ring. The starting
geometries for QM/MM optimization were mostly taken from
an X-ray structure (snapX), and in some cases from snapshots
of an MD run (snapMD). The results are shown in Figure
20; there are changes from one isozyme to the other, but
they are not larger than the changes due to fluctuations within
a given isozyme. The authors concluded, therefore, that while
the electronic structure of Cpd I, in the human isoforms
tested, is somewhat dependent on the environment, the
differences are not larger than those found for a given
isoform in different snapshots. This is clearly true for the
Cpd I species of the limited human isoform group used in
this study but not valid for the entire range of Cpd I structures
investigated since then (see below).

Figure 19. Electronic structures and spin densities of Cpd I of P450 StaP with the substrate, chromopyrrolic acid (CPA) in three situations:
(a) His250 protonated at the N atom distal to Cpd I and Wat789 absent; (b) His250 protonated at the N atom proximal to Cpd I and Wat789

absent; (c) His250 protonated at the N atom proximal to Cpd I and Wat789 present. Note that the third unpaired electron is initially (a) almost
completely in the a2u porphyrin orbital and finally (c) almost completely on the indole group of CPA. Reprinted with permission from ref
58. Copyright 2008 American Chemical Society.

Figure 20. DFT(B3LYP)/MM optimized Fe-S distances (Å) and
sulfur spin densities for the doublet and quartet spin states of Cpd
I for different CYP isozymes. X and MD denote the snapshots
derived from the X-ray structure and from the preparatory MD
simulations, respectively. Reprinted with permission from ref 56.
Copyright 2005 American Chemical Society.
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3.7.3. Effect of Substrate Binding on Cpd I of CYP3A4

An extensive DFT(B3LYP)/MM study55 focused on
CYP3A4 in order to understand the observation of coopera-
tive binding, whereby substrate oxidation follows faster
kinetics when two or more molecules of substrate are
admitted into the active site, which is large in this isoform.
Seven substrate-free models of Cpd I were used, with
different thiolate ligand representations and with propionate
substituents on the porphyrin ring and the corresponding
arginines that form salt bridges, as well as distal and proximal
residues (in the latter cases those substituents that form
NH · · ·S interactions with the proximal Cys442 ligand). Two
starting structures (PDB: 1TQN and 1W0E) were chosen and
subjected to a 0.5 ns MD simulation. Optimizations starting
from the initial X-ray structures produced DFT(B3LYP)/MM
geometries and spin densities similar to those obtained in
the above study of Bathelt et al.56 Changes occurred,
however,55 in the human isoforms tested, when the optimiza-
tions started from the snapshots along the MD trajectory.
The results are summarized in Figure 21 for 28 different
QM/MM optimized structures. It is seen that as long as the
Fe-S bond is shorter than 2.61 Å, the spin density on sulfur
remains approximately at 0.25, whereas, for longer Fe-S
bonds, the spin density reaches values larger than 0.50; the
maximum occurs for the structures optimized after 0.5 ns
MD. Thus, within 0.5 ns, the substrate-free active species
tends to elongate its Fe-S bond and to localize the radical
on the sulfur; both aspects may signal instability of the
species (possibly by sulfur-based radical abstraction of a
hydrogen atom from neighboring residues).

In a second set of calculations, Fishelovitch et al.55

interrogated the effect of the substrate by studying the three
different models shown in Figure 22. The substrate is a drug
molecule called diazepam (Dia), known to exhibit coopera-
tive binding with two molecules inside the pocket. As shown
in Figure 22, the first model (Dia_far) includes a single
unrestricted diazepam molecule that was QM/MM optimized
starting from the 5.5 ns snapshot from the MD simulation
trajectory;189 here, the diazepam molecule drifted away from
Cpd I, reaching a distance of 9 Å. In the second model
(Dia_prox), one diazepam molecule was docked and constrained
to the same position it has when the other diazepam molecule
is present, but in the absence of the second molecule (the
effector, see below). And finally, in the third model (Dia_CB),

there are two diazepam molecules, simulating cooperative
binding (CB); one close to Cpd I is called the “substrate”; the
other one, far away, is called “the effector”.

All three models were subjected to MM optimization and
0.5 ns MD prior to QM/MM optimization; the results are
depicted in Figure 23. Figure 23a and b shows the situation
of Cpd I in the former model (Dia_far) where the substrate
was allowed to drift away. It is seen that the Fe-S bond
here is long, and this elongation is attended by spin density
localization on the sulfur. Moreover, the oxo group of Cpd
I is H-bonded over short distances to nearby protein residues,
T309 (Thr309) and A305 (Ala305) (Figure 23a and b). Thus,
when the substrate is not in the proximity of the active site,
Cpd I will be surrounded by abstractable H-bonds from the
protein residues and will be consumed before it can react
with the substrate. This is reminiscent of attempts to generate
Cpd I by shunting the catalytic cycle with peracid, which
generally results in Cpd II and a protein radical.253 The long
Fe-S bond and the high S-radical content further aggravate
the situation, since sulfur itself may abstract hydrogen and
convert P450 to the inactive form known as P420.7

By contrast, the situation in Figure 23c is very different:
in the presence of the substrate, the Fe-S bond remains short
even after 0.5 ns, the sulfur spin density is well below 0.5,
and the only C-H bond close to Cpd I is the one of the
diazepam molecule; all other H-bonds from the adjacent
residues are either displaced or elongated. Adding the effector
diazepam to the calculations has no noticeable effects on
the geometry or electronic structure of Cpd I, other than what
we just mentioned. As such, the role of the effector is simply
to push the substrate mechanically and hold it close to Cpd
I. Therefore, when the substrate is close to Cpd I, the only
abstractable hydrogen will be the one from the substrate.
Thus, the effect of cooperative binding in a wide-mouthed
isoform such as CYP3A4 is to optimize substrate oxidation
by preventing the destabilization of Cpd I (via Fe-S
elongation) and by ensuring that no other abstractable
hydrogens are in the vicinity of the active species. A detailed
analysis showed that this robustness of Cpd I was associated
also with the stabilization of the Fe-S bond by the two
NH · · ·S interactions (from Ile443 and Gly444) with the
proximal ligand.

Interestingly, a substrate effect on the lifetime of the
oxidizing species was noted experimentally in CYP101.176,241,278

Thus, in the substrate-free case, the last dioxygen-containing
species (Cpd 0) has an extremely short lifetime.278 When

Figure 21. The variation of spin densities on sulfur as a function
of the Fe-S distance in CYP3A4 Cpd I in 28 DFT(B3LYP)/MM
structures optimized along the MD trajectory. Reprinted with
permission from ref 55. Copyright 2007 American Chemical
Society.

Figure 22. Three models used for studying the effect of coopera-
tive binding (CB) on Cpd I of CYP3A4 with the drug molecule
called diazepam (Dia). From left to right: (a) Dia-far, Cpd I with
one diazepam after 5.9 ns of MD; the diazepam is far away. (b)
Dia-prox, Diazepam docked with the methylene group undergoing
activation near the oxo group of Cpd I. (c) Dia_CB, Cpd I with
two diazepam molecules; the farthest one is labeled as “the
effector”. Reprinted with permission from ref 55. Copyright 2007
American Chemical Society.
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camphor was added, the lifetime of the oxidant species
increased 20-fold, while using a bulkier substrate increased
the lifetime 80-fold. As such, the substrate stabilizes Cpd I,
allowing it to live longer near the substrate so it can optimize
substrate oxidation. In the absence of the substrate, Cpd I
gets consumed all too quickly by the protein residues. In
CYP101, with its tight binding pocket, one molecule of
substrate is sufficient to achieve the effect, but in CYP3A4,
with a very large pocket, the same effect requires cooperative
binding.

3.7.4. Description of Cpd I by Highly Correlated QM
Levels

Three studies of Cpd I by highly correlated levels have
appeared between 2005 and 2008.77,78,274 All three studies
used initial CASSCF wave functions of varying sizes, which
were augmented subsequently by accounting for dynamic
correlation; in the first two by MR-CI methods77,78 and in
the third one by CASPT2.274 Furthermore, the first two
studies included the effect of the protein, hence MR-CI/MM,
while the third one employed a gas-phase model, hence
CASPT2(g). The three studies agree that Cpd I has two
virtually degenerate doublet and quartet states, and while the
MR-CI/MM results show conclusively a doublet ground
state,77,78 the CASPT2(g) results are less decisive, reflecting
probably the lack of the protein environment, as was reasoned
before from model studies.198

In both sets of studies, the quartet state properties closely
resemble the DFT(B3LYP)/MM results. However, the dou-
blet state comes out quite different. Figure 24 shows the spin
density distribution from DFT(B3LYP)/MM, MR-CI/MM,
and CASPT2(g) calculations for the doublet state. The
difference is apparent: while the DFT method yields two
spins on the FeO moiety, one with spin-up and one spin-
down on the combined Por/S moiety, the correlated calcula-
tions give a spin density of 1.33-1.35 on FeO and a total of
-(0.33-0.35) on the Por/S moieties.

One of the problems of DFT is the use of a single
Kohn-Sham determinant to describe the doublet state. This
leads to a broken symmetry solution, since the single
determinant is not a definitive spin state and does not
properly describe the open-shell singlet coupling of the a2u

and π* electrons; therefore, the spin distribution of the 2A2u

state is incorrectly evaluated by DFT. However, this can be
easily remedied by constructing from the DFT determinant
a spin-adapted wave function that describes properly the
doublet spin, as shown in Scheme 4a. Thus, since the electron
in the a2u orbital is singlet-coupled to each one of the
electrons in the π* orbitals, the corresponding wave function
will involve a combination of spin arrangements as shown
in Scheme 4a. Therefore, if we order the orbitals as
π*xzπ*yza2u, the spin arrangements will be D1 ) |vvV〉 , D2 )

Figure 23. DFT(B3LYP/B1)/MM optimized geometries of the three models in Figure 22: Parts a and b are two snapshots of Dia_far; note
that the closest hydrogens to Cpd I are those in the CH group of A305, and the OH or CH groups of T309 (A is Ala; T is Thr). (c) Snapshot
from Dia_prox; note that diazepam displaces the interacting H-moieties of the A305 and T309 residues, and its own C-H bond is now
closest to Cpd I with an O · · ·H distance of 2.19 Å. Note also the short Fe-S bond in part c compared with those in parts a and b. Reprinted
with permission from ref 55. Copyright 2007 American Chemical Society.

Figure 24. Spin densities obtained from DFT(B3LYP)/MM, MR-
CI/MM, and CASSCF(g) studies of the doublet state of CYP101
Cpd I.77,78,274

Scheme 4. (a) Spin Arrangements of the π*xz, π*yz, and a2u

Orbitals in the Three Determinants (D1-D3) That Are
Required To Obtain a Spin-Adapted Doublet-State Wave
Function 2Φ111 and (b) Covalent Configuration 2Φ111 and the
“Ionic” Ones, 2Φ210 and 2Φ012, Which Contribute to the
Doublet 2A2u State
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|vVv〉 , and D3 ) |Vvv〉 , with the former having a double
coefficient and hence a quadrupled weight compared with
the latter two. Since the spin of the a2u electron has a spin
down with a relative weight of 4 and a spin up with a relative
weight of 2, the sum is a spin down weight of 2. When we
normalize the wave function, the spin distribution in the
doublet states should be 2/3 in each of the π*xz and π*yz

orbitals and -1/3 in a2u. This distribution in Scheme 4 is close
to the MR-CI/MM and CASPT2(g) distributions, and we may
conclude that spin adaptation is sufficient to retrieve these
high level results. As such, the 2A2u state is described at the
correlated level as a triradicaloid with singly occupied π*xz,
π*yz, and a2u orbitals.

The recent MR-CI/MM study78 emphasizes that the wave
function of the 2A2u state has a multireference character, more
so than the 4A2u state, which is dominated by a single
configuration analogous to the DFT/MM Kohn-Sham
determinant. As shown in Scheme 4b, in addition to the
triradicaloid configuration, 2Φ111, with a single electron in
each one of the occupied π*xz, π*yz, and a2u orbitals, the 2A2u

state wave function has contributions from 2Φ210 and 2Φ012.
The latter two are obtained from 2Φ111 by back-and-forth
single electron shifts between the π*xz and a2u orbitals. This
configuration mixing is analogous to the covalent-ionic
mixing that stabilizes singlet diradicals in valence bond (VB)
theory.279 By analogy, if we refer to 2Φ111 as a covalent
electronic structure, then the other two configurations are
simply the corresponding ionic ones. This “covalent-ionic”
mixing stabilizes the 2A2u state below the 4A2u state, as shown
in Scheme 4b. Interestingly, these configurations were not
found in the CASPT2(g) study,274 which reported a close
analogy of the 2A2u state to the corresponding DFT descrip-
tion, presumably just the triradicaloid structure 2Φ111. The
mixing found in the MR-CI/MM study, of course, cannot
be very stabilizing, since the two states remain very close
(within <1 kcal mol-1) to each other. Nevertheless, the
presence of the “ionic configurations” is sufficient to lower
2A2u below 4A2u and may reflect the effect of the protein on
the electronic structure, discussed in model studies.198

3.7.5. Low-Lying Excited States of Cpd I

Here we restrict ourselves to excited states that may have
some impact on the reactivity of Cpd I, while excited states
that are useful for spectroscopic identification (e.g., the split
Soret band) of Cpd I species have been discussed by Harris
et al.268 The 4,2A1u excited states have been considered either
as ground or low-lying excited states in Cpd I and other
metalloporphyrin species.280 DFT and DFT/MM calculations
usually predict these states of P450 Cpd I to lie 7-10 kcal
mol-1 higher than the corresponding 4,2A2u pair.78,266 How-
ever, as noted recently for HRP Cpd I,74 the distortion of
the porphyrin ring by the protein causes mixing of these
states, such that the ground states have A2u-A1u mixed
character. Furthermore, a recent treatment280 showed how
to analyze a variety of metalloporphyrin systems and obtain
the A2u-A1u contents in the ground states. Having said that,
the state with dominant 4,2A1u character is still predicted by
DFT to lie well above the 4,2A2u ground states. However, a
recent MR-CI/MM treatment78 gave a rather small 2A1u-2A2u

gap of only 1.9 kcal mol-1, a feature which merits further
investigation.

The other pair of states, which are interesting from the
point of view of chemical reactivity,200 are the pentaradicaloid
6,4A2u states, which arise from electron promotion from the

δ to the σ*xy orbital in Figure 3a. Early DFT(B3LYP)
calculations266 predicted this state to lie only 14 kcal mol-1

higher than the 4,2A2u ground states. Subsequent DFT/MM
calculations277 verified that these states are indeed low lying,
ca. 11 kcal mol-1 above the ground state. The major factor
that stabilizes these pentaradicaloid states is the increased
number of d-d exchange interactions generated by the
excitation. This stabilization may lower the transition states
nascent from these states sufficiently to make them relevant
for the reactivity of Cpd I.

3.7.6. Se-Cpd I for an in-Silico Designed Mutant of P450

The recently discovered 21st amino acid is selenocysteine,
in which selenium replaces the sulfur atom. It was therefore
interesting to find out whether an in-silico DFT(B3LYP)/
MM designed mutant would be stable and what kind of
properties the corresponding Se-Cpd I would have compared
with the wild-type (WT) S-Cpd I.57,277 The in-silico mutation
was done by simply replacing the sulfur by Se in the
DFT(B3LYP)/MM calculated53,156 resting state, 1, and in Cpd
I of the WT enzyme, taking a few snapshots from the MD
trajectory and optimizing them by DFT(B3LYP)/MM.57,277

The resting state Se-1 was found to be stable and sufficiently
close to WT-1 (having a doublet ground state), with an
Fe-Se distance close to that in known organometallic Fe/
Se complexes. The geometric and spin density features of
Se-Cpd I are shown in Figure 25 alongside the S-Cpd I
analogue. It is seen that the major difference is the greater
radical character of Se-Cpd I, which is almost identical to
the gas-phase spin density in S-Cpd I. Indeed, the calculated
Mössbauer parameters of Se-Cpd I are quite close to the gas-
phase parameters of S-Cpd I.57 Thus, the increased donor
ability of CysSe vis-à-vis CysS causes a greater mixing of
the Cys-Se•/Cpd II state into the Cys-Se:-/Cpd I state in
terms of the VB mixing model in Figure 18a.

Once again we see how the powerful electron acceptor
property of the Por•+FeO moiety results in a chameleonic
behavior of the Cpd I species. In the meantime, the mutant
was made experimentally using different techniques.64,65

3.8. Concluding Remarks on the Catalytic Cycle
of P450

The cycle of P450 has many subtle factors that influence
the function of the enzyme. As discussed before,143 and
further argued above based on DFT(B3LYP)/MM calcula-
tions, the gating of the cycle by a single water molecule is
enabled by the negative charge and electron donor property
of the thiolate (cysteinate) ligand, i.e., “push”-effect. In the
absence of axial thiolate, the resting state would have been

Figure 25. Key geometric features (Å) and spin densities obtained
in the quartet state of the Cpd I species of the wild type CYP101
(S-Cpd I) and the selenocysteine mutant (Se-Cpd I) from
DFT(B3LYP)/MM calculations.62
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reduced too, while in its presence there is a narrow window
of redox potential that applies only to the pentacoordinate
intermediate 2 and the oxy-ferrous species 4. Further into
the catalytic cycle, the “push”-effect increases the proton
basicity of the species 5 and Cpd 0 (6), thereby affecting
their efficient protonation, while at the same time preventing
the reduction of these species. In the last step of the catalytic
cycle, the “push”-effect generally prevents reduction of Cpd
I so that it preferentially reacts by hydrogen abstraction or
bond formation.143,281 However, as the example of P450 StaP
above shows, this is not a firm rule, since in some cases the
substrate is a good enough donor to partly reduce Cpd I and
to participate in the electronic structure of this species. This
brings us to the chameleon nature of Cpd I, which originates
in the electron acceptor capability of the iron-oxo porphyrin
cation radical moiety that tends to accept electron density
from its internal donor, the cysteine, as well as from any
sufficiently good donor around, be this protein residue or a
substrate. The potential implications of the chameleon nature
may be far reaching but have not yet been fully explored.

There are still unresolved issues with regard to other steps
in the catalytic cycle, for example, concerning the role of
the reductase, the participation of individual water molecules,
and the mechanism of the proton transfers, which may be
different in different mutants.282 What is also missing is a
way to assess the cycle as a whole based on the integration
of its many features. Preliminary MD studies by Fishelovitch
et al.283 suggest that the reductase plays a role in regulating
the cycle, not only by providing the electrons needed for
reduction but also by the conformational changes it induces
in the protein such that formerly closed water pathways178

can open and assist the function of the enzyme. The MD
simulations in CYP3A4 show that the arginine residue that
forms the salt bridge with propionate 7 (propionate A) is
flexible and functions as a gate. When the substrate (e.g.,
testosterone) is in the pocket, the gate is closed. However,
as soon as the reductase is attached to the heme from the
proximal side close to the cysteine ligand, it causes the Arg
residue to rotate and open the gate. When the gate opens
up, water molecules flow into the pocket and form a water
chain that connects with the acid-alcohol pair (Glu and
Thr).283 Some support for the specific status of the salt bridge
to propionate 7 was recently demonstrated by the work of
Hayashi et al., who showed that severing the propionate
substituent has an adverse effect on the functionality of the
enzyme and its efficiency of electron uptake.221 If these
conclusions are general for the P450 family, then the catalytic
cycle is completely regulated by the attachment of the
reductase to the heme. Thus, upon substrate binding, water
molecules including the aqua ligand leave the site,178 thereby
making the heme a better electron acceptor and causing an
attachment of the electron donor reductase. Once the
reductase is attached, it causes both reduction of the heme
and a timely entrance of water molecules that can shuttle
protons required for the O-O bond cleavage and the
formation of Cpd I. In this manner, P450 enzymes possess
a functional catalytic cycle that drives off water molecules,
when these are not necessary, and lets them in when they
are required. Quite an ingeneous cycle!

4. QM/MM and QM-Only Studies of P450
Reactivity

4.1. Coverage of Reactivity and Mechanistic
Issues

Let us start with issues that have been reviewed before
and will thus receive only minor coverage herein. Then we
shall address new reactivity issues that will be discussed here
at some length.

One of the key features of reactivity derives from the
nearly degenerate spin states of Cpd I, which brings about a
hybrid reactivity pattern, so-called two-state reactivity (TSR),
that affects product distributions, kinetic isotope effects
(KIEs), and other reactivity aspects through the interplay of
the two reactive spin states of Cpd I.30,145,284 This has been
reviewed amply, by some of us25,26,31,32,83 as well as by
others,18,22,285-287 focusing on how the interplay of the two
spin states in TSR elucidates the controversial radical-clock
lifetimes, the rearrangement patterns, and other features in
C-H hydroxylation. We shall therefore not cover these topics
as such, although the notion of TSR and multistate reactivity
(MSR) will be mentioned throughout the following discussions.

Another important issue that has been prominent in
mechanistic discussions is the putative presence of a second
oxidant species in the cycle of P450, which until recently
was assumed to be Cpd 0.24 The evidence for the participation
of Cpd 0 in substrate oxidation arose from the observation
that mutants in which the proton relay that converts Cpd 0
to Cpd I is disrupted by site-directed mutagenesis23,183,257

exhibit different reactivity patterns compared with the WT
enzyme. For example, the T252A mutant of P450cam does
not hydroxylate camphor but is capable of epoxidizing the
double bond of 5-methylenylcamphor, albeit more sluggishly
than the WT enzyme.183 Since the catalytic cycle of T252A
is thought to terminate at Cpd 0, this necessarily means that
Cpd 0 should be involved in the epoxidation of an activated
double bond but that its reactivity is smaller than that of
Cpd I. Curiously, the double mutant of P450cam, T252A/
D251N, in which the protonation machinery has been
disrupted by mutations of both Thr252 and Asp251, shows
partial activity in camphor hydroxylation,184 which indicates
that Cpd I might after all be present even in these mutants.
Moreover, a mechanistic study256 reports that oxidation
reactions, thought before to involve Cpd 0, are caused in
fact by Cpd I. As we already mentioned, there are now direct
experimental data showing that Cpd 0 is orders of magnitudes
less reactive than Cpd I, and that in WT P450 it should be
silent in the presence of Cpd I.234,263-265 Thus, while the
reactivity of Cpd 0 in the “absence” of Cpd I seems to be
generally accepted, the very recent QM/MM calculations of
the T252X mutants (section 3.6.3) show that even in these
mutants Cpd I is formed, albeit somewhat more slowly than
in the WT enzyme, and might be the actual oxidant (it will
possess a smaller steady-state concentration due to increased
uncoupling). Be this as it may, the simultaneous reactivity
of Cpd I and Cpd 0 in the WT enzyme is hardly considered
to be viable anymore, with a few exceptions.288,289 Since this
Cpd I/Cpd 0 conundrum has been reviewed by some of us
before,26 it will not be covered here.

Another but similar issue is the recent suggestion that the
only oxidant in P450 is the perferryl PorFe(V)dO species
and not at all Cpd I, since model Cpd I species react much
slower than the assumed reaction rate in P450cam.261,267 As
discussed above (section 3.7), however, both QM-only and
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QM/MM calculations show that the perferryl species lies too
high in energy to react and that the electromeric conversion
of PorFe(V)dO to Por•+Fe(IV)dO should be virtually barrier
free. In fact, the more recent study of Newcomb et al.262

actually shows that an in situ generated CYP119 Cpd I, by
means of LFP,267,290 is more reactive than model Cpd I
species in bimolecular reactions and is, hence, a viable
oxidant.

Two comments might be in order here: (a) The use of
bimolecular reaction rates vs rates in the enzyme is an
insecure grounds for deducing mechanistic conclusions on
the enzymatic reaction: A factor that slows down bimolecular
reactions is the entropic contribution due to the loss of
translational and rotational degrees of freedom in the
transition state, which raises the free energy barrier, by up
to 12 kcal mol-1, where these degrees of freedom are
completely lost, or less if they are only partially lost (this
loss enters the T∆S‡ term that raises the free energy
barrier).26,291 This factor does not play a role in P450
enzymes, because here, the loss of degrees of freedom in
the formation of an enzyme-substrate reaction complex is
compensated by an increase of the degrees of freedom as
the water molecules leave the pocket upon substrate entrance;
another factor is the enthalpy of substrate binding (e.g., in
CYP101, there is a Tyr96 · · ·OdC hydrogen bond with
camphor).59,180 The enzymatic reaction then starts from a
“complex” that has already lost two rotational and all
translational degrees of freedom, and hence, the free-energy
barrier for the reaction from this complex should be lower
than that of the bimolecular models by a quantity that can
reach up to a maximum of 12 kcal mol-1 if the translational
and rotational degrees of freedom are completely lost. Thus,
the complexation effect accounts for a large part, if not all,
of the difference observed between the rate constants of the
bimolecular reactions vis-à-vis the enzymatic process. (b)
Deducing mechanistic conclusions by comparing reaction
rates for an LFP generated Cpd I of CYP119262 to the
reaction rate in P450cam estimated by extrapolation from the
cryogenic temperature176 is also insecure, since one has to
assume a certain rate constant for these cryogenic experi-
ments and to extrapolate this assumed value from a very
low temperature to ambient temperature, which is a question-
able procedure. An ultimate resolution of this mechanistic
conundrum will come by comparing the reaction rates of
the LFP generated Cpd I with the native reaction of the same
enzyme toward a given substrate.

Based on the above considerations, Cpd I emerges as the
most important if not the sole oxidant of P450s. Therefore,
although we shall present some DFT(B3LYP)/MM results
that compare the reactivity of Cpd I to other possible oxidants
such as Cpd II, etc., the discussion in the following sections
will focus on the reactivity patterns of Cpd I. Accordingly,
we shall cover DFT/MM results on C-H hydroxyla-
tion,59,61,131,163,164,277 CdC epoxidation,277 aromatic hydroxy-
lation,60 and C-C coupling.58,80 In addition, we shall describe
DFT-only results for N-dealkylation,166,167 ethanol oxida-
tion,168 hydroxylation of arenes,172 dehalogenation of poly-
halogenated benzene derivatives,165 and heteroatom (N,S)
oxidations.170,171,292,293 In the following section (section 5),
we shall discuss attempts to correlate P450 barriers,170,172 as
well as the recent valence bond approach to the modeling
of the barriers and mechanisms for C-H hydroxylations.174

4.2. Reactivity of Cpd I: Counting Electrons, Spin
States, and Electromeric Situations

As we argued at the outset, the “oxidation state formalism”
has been used fruitfully in inorganic chemistry, as a heuristic
device for following the electronic reorganization and for
assigning the “right number of electrons” to the d-block
orbitals of the metal. Here we use it in Figure 26 in terms of
orbital occupancy evolution during C-H hydroxylation and/
or CdC epoxidation.

The reactant states, 2,4R, involve the two spin states (S )
1/2, 3/2) of Cpd I, having the orbital picture already shown in
Figure 3a, and the substrate, which is represented here by a
doubly occupied orbital, σCH or πCC. The heme of Cpd I
effectively contains an FeIV center and a hole in the porphyrin
(i.e., Por•+) and thus has two oxidation equivalents more than
the product state complexes 2,4P that have an FeIII center and
a closed-shell porphyrin. Thus, any reaction of Cpd I will
ultimately involve two formal electron “transfer” events from
the substrate undergoing oxidation to the heme. Starting from
the left-hand side, Figure 26 shows two of these electron
shift events, one to the a2u orbital and the second to the
π*xz(FeO) orbital, in the quartet and doublet spin states. The
first electron shift generates an FeIV-type intermediate with
a closed-shell porphyrin, while the second shift generates
an FeIII-type intermediate with a radical cationic situation
on the porphyrin ring. In both cases, the substrate retains a
radical center with a singly occupied orbital labeled φC. In
addition, each of these two electromers will come in two

Figure 26. Orbital occupancy evolution diagrams during CsH
hydroxylation and/or CdC epoxidation by Cpd I, in the doublet (S
) 1/2) and quartet (S ) 3/2) states. Reprinted with permission from
ref 25. Copyright 2007 American Chemical Society.
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spin varieties, so we might expect involvement of at least
four radical intermediate states during the reactions.83 During
the second bond formation step, an additional electron is
“transferred” from the substrate to fill either the a2u orbital
or one of the d-orbitals of the iron. Filling the πxz* orbital
generates the doublet-spin ferric product, whereas the filling
of the σ*z2 orbital leads to the quartet-spin ferric product.
Of course, in synchronous reactions, both “electron transfer”
events will transpire in one step (see later the sulfoxidation
mechanism).

It is apparent already from Figure 26 that there are other
possible states, which are obtained by redistribution of the
electrons in this dense orbital manifold. For example, shifting
electrons from the φC orbital of the radical intermediate center
into one of the d-orbitals will generate a variety of states in
which the substrate is a cationic species, as described in
studies of the clock substrates.147,152,294 Additionally, there
are low-lying sextet and quartet states (section 3.7.5), which
may generate intermediates of sufficiently low energy that
can participate in the reaction.200,277 As such, the reactivity
of Cpd I will involve at least two spin states, and possibly
many electromeric states, hence TSR and MSR.

4.3. DFT/MM and DFT-Only Studies of C-H
Hydroxylation by Cpd I of P450

Many DFT-only studies were performed to elucidate the
mechanism of C-H hydroxylation and to resolve the
controversy around the radical clock data.45,146-153,295 The
more recent studies involve DFT/MM modeling of camphor
hydroxylation by P450cam.59,61,131,155,157,163,164,277,296 The nature
of the iron-hydroxo intermediate during the reaction was
recently studied by means of MR-CI/MM calculations.78 The
DFT and DFT/MM studies cover more than 10 different
substrates, which has led to a general and unified mechanistic
picture that involves TSR and MSR, as reviewed before.32

4.3.1. Camphor Hydroxylation by CYP101 and the
Controversial Role of Spin Density on the Propionate
Side Chains

An early DFT(ROB3LYP)/MM(OPLS) study155 of cam-
phor hydroxylation by CYP101 yielded a surprisingly low
barrier of 11.7 kcal mol-1 for the quartet state reaction, as
shown in Figure 27. The low barrier which could have
potentially explained the elusiveness of Cpd I was ascribed
to a drift of spin density to the propionate side chain
(propionate-A); thus, the propionate spin density, which starts
as 0.2 at the reactant complex, diminished to 0.10 at the
transition state. It was argued155,157 that the diminishment of
the propionate spin density at 4TSH causes an increase of
the propionate negative charge, which is stabilized by the
salt bridge to the neighboring arginine, thereby lowering the
barrier and stabilizing the intermediate 4I. However, subse-
quent studies did not find support for this attractive mechanism.

The first comprehensive DFT(B3LYP)/MM study of
camphor hydroxylation by CYP10159,277,296 employed four
different snapshots after MD equilibration, using two dif-
ferent models of the QM subsystem (Por,SH and Por,ext-
SCys), and two different basis sets. The results are depicted
in Figure 28, where it is seen that the reaction coordinate
exhibits a hydrogen abstraction phase (bond activation) and
a reorientation of the alkyl moiety attended by a rebound
process that generates the ferric-alcohol complexes. The bond
activation phase involves the quartet high-spin (HS) and

doublet low-spin (LS) bond activation transition states
(4,2TSH), which originate in the two spin states of Cpd I.
The LS species, 2TSH, lies slightly below the HS one;
generally, the two bond activation transition states are close
in energy to within 2 kcal mol-1 or less. This phase generates
the clusters I, which involve an alkyl radical (CAM•) weakly
coordinated to the iron-hydroxo species; the 2,4I intermediates
appear in the FeIIIPor•+ and FeIVPor varieties discussed above
(Figure 26), but in the figure we show generically the two
lowest 4,2I states (for a discussion of all the states, see later).
Subsequently, the rebound on the HS manifold encounters
a significant barrier, while from the LS manifold the barrier
is negligible, ca. <0.3 kcal mol-1. The scenario is extremely
similar to the findings in the corresponding gas-phase
process,59,277,296 as well as in all the gas-phase reactions
studied thereafter.32,174 Thus, this study confirms the TSR
picture that emerged from gas-phase model calculations using
the small model representation, Por,SH.146

However, comparison of the DFT(B3LYP)/MM barriers
to those in Figure 27 shows that while the transition state
geometries are similar, the barriers in the DFT(B3LYP)/MM
study are significantly higher. Since the DFT(ROB3LYP)/
MM calculations (Figure 27) included also the propionate
side chains, while the DFT(B3LYP)/MM calculations (Figure
28) did not, it was deemed necessary to test the putative
appearance of the spin density on the propionate, by
including these side chains in the DFT(B3LYP)/MM calcula-
tions and performing single-point calculations on the so
optimized structures.59,277,296 These tests show that as long
as the propionates are properly screened by Arg299, these side
chains have zero spin density. Furthermore, the presence or
absence of propionate spin density does not lower the barriers
in these calculations, and DFT(B3LYP)/MM geometry
optimization did not change these conclusions.277

Since then, three other comprehensive studies were carried
out to benchmark the barrier for the camphor hydroxylation
reactionandtotest thepropionatespindensityhypothesis.61,131,163

Thus, Zurek et al.163 used DFT(B3LYP)/MM, different setups
of the system, different MD procedures, and different QM
models. The results are shown in Figure 29, and it is apparent
that, despite the differences in the two DFT(B3LYP)/MM
approaches, the results are very similar to those of Schöne-

Figure 27. DFT(ROB3LYP)/MM results155,157 for geometries (Å)
and spin densities (F values) during H-atom abstraction from
camphor by CYP101. Energies in kcal mol-1.
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boom et al.59,296 in Figure 28, in the sense that the two studies
lead to barriers of 15-20 kcal mol-1 depending on models
and basis sets. The largest barriers were obtained for QM
region R2 when the Asp297 residue adjacent to propionate-A
is deprotonated. Zurek et al.163 carefully studied the role of
propionate spin density, which appears with deprotonated
Asp297 and then actually raises the barrier. Furthermore, the
observed short O · · ·O distance of 2.4-2.8 Å between the
oxygen atoms of Asp297 and propionate-A178 could not be
reproduced with deprotonated Asp297, in which case both
QM/MM optimizations and MD runs result in O · · ·O
distances of up to 4 Å. By contrast, with protonated Asp297

the O · · ·O distance is stable at 2.7 Å.
The source of the differences between the published

DFT(B3LYP)/MM and DFT(ROB3LYP)/MM results59,155,157

for the hydrogen abstraction barrier in the HS state was traced
through systematic calculations61,131 that employed a variety
of QM models ranging from 51 atoms for the simplest one
(the Por,SH model in Scheme 2) up to 170 atoms (with full
camphor, ext-SCys ligand, all porphyrin substituents, and
their salt bridges, as well as a crystal water molecule, Wat903).
It was found that (i) the two procedures gave essentially the
same barriers as long as one used the same geometries, (ii)
no spin density appeared on the propionate side chains as
long as these groups were properly screened, (iii) the

barriers were raised somewhat wheneVer spin density
appeared on the propionate side chains, and (iv) reoptimi-
zation of the DFT(ROB3LYP)/MM RC and TSH species,155,157

with a consistent protein enVironment, gave a barrier about
5 kcal mol-1 higher than reported originally.155,157 The latter
point (iv) serves as a reminder that QM/MM optimizations
require great technical care to avoid artifacts and that it is
actually easier to determine technically reliable barriers with
the smallest QM-model (Por,SH), which poses less technical
difficulties during optimization. Overall, these systematic
comparisons have resolved the noted discrepancies and have
shown that the different DFT/MM approaches yield compat-
ible results when applied in a consistent manner.

4.3.2. Camphor Hydroxylation by CYP101sHow Does
Wat903 Catalyze the Reactions?

Another important finding of these systematic studies61,131

is shown in Figure 30, which depicts the 4RC and 4TSH

species of a representative model, along with the HS
barrier and the charges on the oxygen atom of the FeO
bond. There is a nearby water molecule, labeled as Wat903,
which is seen in the X-ray structure (1DZ9)178 and
presumably represents the water molecule liberated during
the formation of Cpd I from Cpd 0 (see Figure 1). During

Figure 28. Representative DFT(B3LYP/B2)/MM energy profiles for camphor (CAM-H) hydroxylation calculated for the equilibrated 40
ps snapshot. The QM regions are labeled as R1 (Por,SH; truncated CAM-H) and R2 (Por,ext-SCys; full CAM-H). Data correspond to R1
(R2), respectively. Energies (a) in kcal mol-1, distances (b) in Å. Reprinted with permission from ref 59. Copyright 2004 American Chemical
Society.
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the preparatory MD runs in our original QM/MM work,296

Wat903 moved to the cavity around camphor and thus did
not directly participate in the reaction.59 By contrast, the QM/
MM calculations of Guallar and Friesner157 started from the
X-ray structure and followed the QM/MM reaction path
without prior MD runs, with Wat903 remaining near the oxo
group. The presence of this water molecule lowers the
hydrogen abstraction barrier; when it is included near the
oxo group in our original setup, the barrier goes down by 4
kcal mol-1 61,131 and the endothermicity of the intermediate,
4I, is reduced by 6 kcal mol-1. Virtually the same energy
changes are obtained whether the Wat903 molecule is part of
the QM region or the MM region, which suggests that the
effect of Wat903 is primarily electrostatic. The same effect
is observed on isolated gas-phase models, with and without
the Wat903 molecule; in each case, the water molecule lowers
the barrier and the endothermicity of 4I. Furthermore, simple

electrostatic calculations using the Mulliken charges repro-
duce the barrier lowering of the Wat903 molecule. As can be
seen from Figure 30, the favorable interaction of the Wat903

molecule with 4TSH arises because the negative charge on
its oxo group increases compared with the reactant complex,
4RC, due to the charge transfer (∼0.3-0.4e) that occurs from
camphor to the Cpd I moiety in the transition state. This
autocatalytic effect of the Wat903 molecule is intriguing; since
Wat903 is liberated during the conversion of Cpd 0 to Cpd I,
it catalyzes the consumption of its own creation.

A subsequent DFT(B3LYP)/MM study164 further explored
the role of Wat903 on the barriers as well as on the TSR
feature of C-H hydroxylation. The study used three different
QM models, a few snapshots, and three different basis sets.
Figure 31 shows representative results for the R1 model
(Por,SH) using the B1 basis set. The results confirm that the
presence of Wat903 does not affect the TSR feature; at the
bond activation transition state, 2TSH is still below 4TSH,
the LS rebound is still almost barrier free, while the HS
rebound has a significant barrier. Additionally, Figure 31
shows that the barriers without Wat903 are 4 kcal mol-1 higher
than those calculated in its presence, and similarly, the
intermediates 4,2I are stabilized by 6 kcal mol-1 or so.

Therefore, a water molecule that is present near the oxo
group of Cpd I will play a biological role as a catalyst.
These results imply that the C-H hydroxylation barrier
will be susceptible to additives present near the reaction
center (water molecules, ions, positive residues, etc), as
suggested in the past on the basis of DFT-only model
calculations.150,275,292

4.3.3. Camphor Hydroxylation by CYP101sMore States
than Just Two

As already discussed above, there are more states that can
be involved in the C-H hydroxylation (as well as other
reactions) by Cpd I: (a) the pentaradicaloid states,200 which

Figure 29. DFT(B3LYP/B2)/MM energy profiles for camphor hydroxylation in the high-spin state of Cpd I, for two models, R1 (Por,SMe;
full CAM-H) and R2 (ext-Por,SMe with heme side chains; full CAM-H). Relative energies (kcal mol-1) and distances (Å) are given for
setups with deprotonated Asp297 (protonated Asp297).163

Figure 30. DFT(B3LYP/B1)/MM relative energies (kcal mol-1)
of the stationary points for hydrogen abstraction from camphor by
quartet Cpd I, in the absence/presence of Wat903. Shown are the
4RC and 4TSH species and the Mulliken charge of the oxo ligand
in the presence of Wat903.61,131
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originate by promotion of an electron from the δ to the σ*xy

orbital (see Figure 3a), and (b) the two electromeric varieties
of the intermediates, 4,2I(IV) and 4,2I(III).32,59,83 In fact, as
previously suggested,32,59,83 all these states may contribute
to reactivity and product distribution during the oxidation
by Cpd I. The role of these states was examined by Altun et
al.78,164 using DFT(B3LYP)/MM calculations for all these
extra states, and MR-CI/MM calculations for the intermediate
states 4,2I(IV) and 4,2I(III) states.

Figure 32 shows the energy profiles of the pentaradicaloid
states and the orbital occupancy evolution diagram. While,
at the reaction onset, these states are 12 kcal mol-1 above
the ground states, the gap decreases to less than 5 kcal mol-1

at the TSH stage and further goes down to 4 kcal mol-1 at
the intermediate state I (see Figure 32a), quite similar to a
DFT-only study done before.200 The reason for the low
energy of these states at the intermediate stage can be
understood from the orbital occupation diagrams shown in
Figure 32b. It is seen that going from the reactant state to
the intermediate, 6I, the spin-up electron that is shifted from
the substrate orbital (σCH) to the σ*z2 d-orbital on iron adds
four new d-d exchange interactions (which can contribute
as much as 10-20 kcal mol-1 per interaction), and this
exchange stabilization overrides the orbital energy gap and
lowers the energy of the intermediate, which is now a
heptaradicaloid. The reduction of the energy gap between
the 6I and the lower 2,4I states comes from these increased
exchange interactions, and the small gaps imply that all these
states may be accessible for rebound.

The energy spacing of all the intermediates is shown in
detail in Figure 33, for the Por,SH model (R1) using two
basis sets, B1 and B2W. With B1, the lowest states are the
2,4I(III) electromers, and the entire energy spread is 4.9 kcal
mol-1. In the larger B2W basis set, the four 2,4I(III) and
2,4I(IV) states are condensed into 1.5 kcal mol-1.164 6I was
not computed at this level, but most likely it will go down
as well.200 As shown in Figure 33, MR-CI/MM calculations
give rise to similar results, even though the wave functions
of all these species show some multireference character.78

The match between MR-CI/MM and DFT(B3LYP)/MM

shows once again that the latter method is reliable for P450
species. Finally, the small energy spacing of all the states in
the intermediate stage argues for MSR, where the various
intermediates exhibit complex dynamics due to their different
rebound barriers and possible interconversions.

4.3.4. Camphor Hydroxylation by CYP101sThe Product
Release Step

According to detailed low temperature electron nuclear
double resonance (ENDOR) studies at 200 K, product
formation occurs through three distinct hydroxycamphor-
bound conformations.176 The spectroscopic results suggest
that the immediate product after hydroxylation corresponds
to a nonequilibrium state, involving a more or less normal
Fe-O distance (≈2 Å) and that the heme pocket then relaxes
in two detectable steps to accommodate the anomalously long
Fe-O bond of 2.67 Å, found in the crystal structure.297

The product release was reviewed before32 and will thus
only be summarized here briefly. Thus, DFT(B3LYP/B1)/
MM calculations158 on the ferric complex of hydroxy

Figure 31. DFT(B3LYP/B1)/MM energy profiles for camphor
hydroxylation using the R1 model (Por,SH; truncated-CAM-H) with
and without Wat903. The relative energies (kcal mol-1) are given
below the drawing. Species with W903 are labeled with a super-
scripted “W”, e.g., TSH

W, etc. Reprinted with permission from ref
164. Copyright 2007 American Chemical Society.

Figure 32. (a) DFT(B3LYP/B1)/MM energy profiles (kcal mol-1)
for hydrogen abstraction from camphor by the triradicaloid (doublet
and quartet) and pentaradicaloid (sextet and quartet) of Cpd I. (b)
Orbital occupancy evolution diagram showing the transformation
from 6RC to 6I. Reprinted with permission from ref 164. Copyright
2007 American Chemical Society.

Figure 33. (a) DFT(B3LYP)/MM relative energies (kcal mol-1)
of the various intermediate states during camphor hydroxylation,
2,4,6I, for R1 (Por,SH; truncated-Por) with two basis sets, B1 and
B2W.164 Shown are also some corresponding MR-CI/MM results
with basis B′.78
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camphor in its different spin states indicate a doublet
minimum at an Fe-O distance of ca. 2.2 Å, and a flat,
barrierless potential for the dissociation of the Fe-O bond.
Comparisons with analogous calculations on the isolated QM
system in the gas phase show that inclusion of the protein/
solvent environment lowers the activation energy for bond
dissociation in the doublet state because of interactions within
the binding pocket and accounts for a significant stabilization
of the quartet and sextet states. The DFT(B3LYP)/MM
results support the interpretation of the low-temperature
ENDOR data176 that the initially observed nonequilibrium
species with a short Fe-O distance is a hexacoordinated
product complex in the doublet state. The other two observed
species with longer Fe-O distances could well correspond
to pentacoordinated quartet and doublet minima with a
relaxed protein environment, but a conclusive assignment is
not possible in view of the flatness of the computed potential
curves.158

4.3.5. Camphor Hydroxylation by CYP101sCan Cpd II
Compete with Cpd I?

As mentioned above, all attempts to generate Cpd I by
shunting the cycle with, e.g., peracids resulted in Cpd II and
a radical on a protein residue. To recall, Cpd II is the
1-electron reduced form of Cpd I, with a filled a2u orbital
and a triplet ground state, 3A (see orbitals in Figures 3a and
26). Theoretical considerations of reactivity factors during
C-H hydroxylation174 suggest that Cpd II should be less
reactive than Cpd I for two major reasons that are associated
with the much poorer electron acceptor capability of Cpd II
compared with Cpd I; one is the diminished charge transfer
from camphor to the iron-oxo moiety in the transition state,
which denies the transition states of Cpd II the stabilization
contributed by the polar character of the TS, and the other
is the lesser stability of the H-abstracted PorFe(III)-OH/
CAM• intermediates. Experimentally it has been shown
indeed that synthetic models of Cpd II are able to carry out
C-H hydroxylation as well as other oxidation reactions,
albeit more slowly than the corresponding Cpd I species.258

In order to gauge the relative reactivities, Altun et al.164

explored by means of DFT(B3LYP)/MM the reactivity of
Cpd II toward camphor hydroxylation in CYP101, and the
energy profiles are depicted in Figure 34. It is seen that, with
the same QM model, R1 (Por,SH; truncated-CAM-H), and
with the same basis set (B1), the barrier for H-abstraction
by Cpd II is 5 kcal mol-1 higher than the corresponding one
for Cpd I in Figure 31. This sluggish reactivity of Cpd II is
in accord with known experimental data.258 Interestingly, the
reaction of Cpd II involves TSR too, since the singlet state
of the species (with spin-up and spin-down electrons in the
π* orbitals in Figures 3a and 26) leads to a transition state

not much higher than 3TSH and a degenerate 1,3I intermediate
state. While the rebound was not studied, it is clear that the
two states, which connect to different electronic structures
of the FeII product complex, will possess different rebound
barriers. Additionally, it was found that the H-abstraction
barrier of Cpd II is not affected much by the local
environment of the propionate side chains (e.g., by the
protonation state of Asp297).164

4.3.6. Allylic Hydroxylation of Cyclohexene by CYP101

The allylic hydroxylation of cyclohexene by CYP101 was
studied by means of DFT(B3LYP)/MM using the simplest
QM model R1 (Por,SH) with Wat903 (Snap-X) and without
it, for altogether eight different snapshots from the MD
trajectory.57,277 The energy profile for the C-H hydroxylation
is depicted in Figure 35, for a representative snapshot (Snap-
1) and reveals the same biphasic behavior, common to all
C-H hydroxylations studied so far, with a bond activation
phase and a rebound phase. The relative energies in Figure
35 are given for three different situations (i.e., values for
snap-1 and basis B1, mean values for the seven snapshots
and basis B1, values for snap-1 and basis B2W). As in
camphor hydroxylation, here too, the four electromeric and
spin states participate in the rebound. The highest rebound
barrier is again277,296 found for the 4I(III) intermediate, while
the 2I(III) state possesses a barrier free rebound. Unlike in
gas-phase models, the 2,4I(IV) states both exhibit small
barriers to rebound, perhaps due to steric constraints. But
the overall picture is similar as in the camphor hydroxylation
case; namely, the HS intermediates will possess longer
lifetimes than the LS ones.

The role of the pentaradicaloid state of Cpd I (6A2u) was
tested for one of the snapshots (Snap-6), and the relative
spacing of the transition states, 2,4,6TSH, for allylic hydroxy-
lation is shown in Figure 36. It is seen that the energy gap
between the lowest of the two transition states, 2,4TSH,
nascent from the ground triradicaloid state of Cpd I, and the
sextet state, 6TSH, species is only 2.0 kcal mol-1 at the
highest level. Thus, as in camphor hydroxylation, here too
DFT(B3LYP)/MM predicts that the pentaradicaloid states

Figure 34. DFT(B3LYP/B1)/MM energy profiles (kcal mol-1) for
hydrogen abstraction from camphor by Cpd II in the presence of
Wat903.164

Figure 35. DFT(B3LYP)/MM results for the allylic hydroxylation
of cyclohexene, using the R1 model (Por,SH; C6H10). Each data
line contains relative energies for Snap-1, B1 [Mean, B1] (Snap-1,
B2W), where the second datum refers to the mean value of seven
snapshots (see text).57,277
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of Cpd I may play a role in C-H hydroxylation reactivity,
thus making this a multistate scenario, MSR.

Finally, the H-abstraction barriers in the presence of Wat903

(Snap-X) are lower than the Snap-1 barriers for the B1
(B2W) basis by 2.5 (1.7) kcal mol-1 in the LS state and by
1.5 (0.5) kcal mol-1 in the HS state.277 Thus, in principle,
Wat903 still catalyzes the H-abstraction process, but only to
a minor extent. Moreover, for B2W, there is one snapshot
that has equal barriers with and without Wat903, and therefore
the status of the Wat903 effect here is not clear without further
sampling. As we shall see later, however, the effect on the
CdC epoxidation barriers is clear-cut and rate-enhancing.
It might thus be that catalysis by Wat903 is substrate and
reaction dependent.

4.3.7. Why is Cpd I Elusive in CYP101?

As mentioned before, Cpd I of P450cam continues to be
an elusive species, which has not yet been detected experi-
mentally in the native working cycle. Under steady-state
conditions, the detectability of Cpd I will depend on a few
rate constants that involve this species as well as Cpd 0. By
now, the relevant energetics are available from DFT(B3LYP)/
MM calculations, and we may therefore attempt to tackle
this issue better than we did in the past.32 Figure 37 shows
a schematic DFT(B3LYP)/MM potential energy profile for
the process from the enzyme camphor complex ES at the
peroxo stage (FeO2

2-) through Cpd 0 and Cpd I up to the
hydroxycamphor product. The corresponding kinetic scheme
is included below the energy profile. Assuming steady state

conditions (applied to the concentration of Cpd I), the ratio
of Cpd 0 to Cpd I is given by the following expression:

Here k3 is the rate constant for camphor hydroxylation, k2

for the formation of Cpd I, and k-2 for the reverse process,
going back from Cpd I to Cpd 0.

Using the Eyring expression, these rate constants are given
as exponentials of the corresponding free energies of
activation. While we do not have these free energies,
computations of hydrogen abstraction in P450cam indicate a
negligible entropic effect.126 Thus, the computed DFT(B3LYP)/
MM barriers with ZPE correction are expected to be good
approximations to the corresponding free energies. These
barriers and relative energies are presented in Figure 37 for
the simplest model R1 (Por,SH) with the largest basis set
available for the two processes.61,159,164 The best estimate of
the barrier for O-O bond heterolysis is 15.4 kcal mol-1

(LACV3P++**/6-311++G**), while the reaction exother-
micity is in the range of 4-10 kcal mol-1.159 The experi-
mental activation energy for O-O cleavage in the FeOOR
complex of CYP119, obtained by shunting the reaction with
m-chloroperbenzoic acid, is 14.1 kcal mol-1;250 a value which
is close to the computational datum and is slightly lower, as
would be expected when the departing moiety is m-
chlorobenzoic acid. The LS H-abstraction barrier from
camphor at the highest level is 17.8 kcal mol-1 (for the large
QM region labeled as R2s).164 One should not forget,
however, that zero-point energy (ZPE) correction reduces
this latter value by about 4 kcal mol-1 because the contribu-
tion from one C-H stretching mode is lost at the transition
state.32 This will lower the H-abstraction barrier down to
about 13.8 kcal mol-1 (k3 ∼ 103 s-1); at the same time, the
ZPE correction for the O-O cleavage should be significantly
smaller. Taking the ZPE correction and the range of
calculated exothermicity into account, the reverse barrier for
going back to Cpd 0 is 6.4-10.4 kcal mol-1 higher than the
barrier for H-abstraction. This means that Cpd I will be
consumed (k3) 104-107 faster than it can revert to Cpd 0
(with k-2). Hence, eq 1 can be simplified to:

While the limited accuracy of our computational data
suggests some caution, it is still interesting to describe the
scenario that follows from the mechanistic scheme with this
data. Thus, if we ignore the tunneling contribution to k3, the
ratio of k3/k2 at room temperature will be >10, and at 200
K, which is the cryogenic temperature used to probe the
various intermediates in the cycle,176 this ratio is 55:1, already
reaching the detection limit of the experiment. Moreover, if
tunneling is important during H-abstraction, this could further
lower the effective barrier, maybe by as much as 3 kcal
mol-1,298 which would then lead to a value of ca. 10.8 kcal
mol-1. In this case, the ratio of concentration becomes
40,000:1, which is clearly way beyond the detection limits.
In fact, even a small tunneling correlation that cuts only 1
kcal mol-1 from the barrier would place the ratio at 600:1,
again outside the detection limit. One should note, however,
that the measured kinetic isotope effects (KIEs) do not
provide conclusive evidence for tunneling in P450cam: the
KIE values for camphor hydroxylation (ca. 4-5)299 are lower

Figure 36. DFT(B3LYP)/MM 2,4,6TSH relative energies (kcal
mol-1) for the allylic hydroxylation of cyclohexene, using the R1
model (Por,SH; C6H10) and the B1 (B2W) basis sets.277

Figure 37. Mechanistic scheme for camphor (CAM-H) hydroxy-
lation by Cpd I (7), starting from the enzyme-camphor complex
(E+CAM-H) and going via Cpd 0 and Cpd I to the product
complex. The relative energies (kcal mol-1) are taken from
DFT(B3LYP)/MM calculations.61,164 The H-abstraction barrier
during hydroxylation is given without and with ZPE correction (4
kcal mol-1, as determined from gas-phase calculations59). At the
bottom is the corresponding kinetic scheme with rate constants,
and the steady-state condition for the concentration of Cpd I.

d[Cpd I]/dt ) 0 f [Cpd 0]/[Cpd I] ) (k3 + k-2)/k2

(1)

[Cpd 0]/[Cpd I] ) k3/k2 ) exp[(∆Eq2 - ∆Eq3)/RT]
(2)
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than those for norbornane hydroxylation (ca. 11)300 and thus
less indicative of tunneling. Be this as it may, the scenario
in Figure 37 seems already sufficient to rationalize the
elusiveness of Cpd I. Furthermore, in the case of the T252X
mutants (section 3.6.3), where the barrier for the conversion
of Cpd 0 to Cpd I can rise up to 17 kcal mol-1, the likelihood
of probing Cpd I is even smaller than in the WT enzyme.
One can also include in the steady state derivation of eq 1
other reactions which consume Cpd I, e.g., the reduction of
Cpd I to the resting state (the oxidase reaction)180 or its
autoxidation etc. In such a case, eq 1 will include in the
numerator a sum of all the rate constants corresponding to
the consuming reactions. For the WT enzyme, all these rate
constants are smaller than k3 (the rate constant for oxidation)
and hence eq 2 is still valid. Of course, this scenario predicts
that Cpd I can be observed in cases where k3 is made very
small, e.g., by using a perfluorinated derivative of camphor,
or in cases where k2 is large, e.g., by the design of an
appropriate mutant. The experiment with 5,5-difluorocam-
phor led to exclusive hydroxylation at C-9.12 To the best of
our knowledge, experiments with perfluorinated substrates
have not been carried out.

4.4. DFT/MM Studies of CdC Epoxidation by Cpd
I of P450

Alkene epoxidation by P450 and other Cpd I reagents has
many of the puzzling mechanistic features that have been
discussed for C-H hydroxylation.8,301 Several experimental
observations, such as occasional cis/trans isomerization,302

sensitivity of the reaction to the donor capability of the
olefin,303 production of aldehydes,302,304 and formation of
heme-alkylated products (“suicidal complexes”),10,18 indicate
that the mechanism involves intermediates which are very
likely of different nature. Indeed, the proposed mechanistic
schemes8,301 suggest the incursion of radicals, cations, and
radical cationic intermediates. Theory was used to shed light
on these mechanistic puzzles.

DFT(B3LYP)-only calculations have been carried out on
the epoxidation of ethene,36,305 propene,150 cyclohexene,277

styrene,306 and 5-methylenylcamphor.26,307 Most of these
studies have been reviewed already32 and will not be
discussed here in detail; we shall only mention the essential
features. The reaction profile is very similar to the one found
for C-H hydroxylation; the mechanism follows a nonsyn-
chronous MSR with competing HS and LS pathways and a
few electromeric varieties, as shown in Scheme 5. An initial
CdC bond activation step proceeds via nonsynchronous
transition states, to the iron alkoxy radical species, 4,2Irad (i.e.,
PorFeO-CR′H-CRH•), which are of the Irad(III) and Irad(IV)
varieties. In addition, there are cationic situations, Icat (e.g.,
PorFeO-CR′H-CRH+), that are generated by electron transfer
from the carbon radical moiety into the heme. In all the cases,
the LS species, be they radicals or cations, collapse in a
barrier-free manner to the epoxide with conserved stereo-
chemistry of the alkene, while all the HS state electromers
give rise to epoxide with scrambled stereochemistry or to
aldehyde and suicidal byproduct (4AC, 4SC). The choice
depends on the barriers for epoxide-ring closure; thus,
4Irad(IV) with the lowest ring closure barrier gives epoxides
with scrambled stereochemistry, while 4Irad(III) with the
highest ring closure barrier crosses (and/or mixes) with the
HS cationic states and leads to the aldehyde complex and
the suicidal complex.

To complement the picture, two DFT(B3LYP)/MM studies
of CdC epoxidation have been carried out by the Jerusalem
group, using propene and cyclohexene as substrates.57,277 The
two substrates were chosen because they have been used
amply in P450 chemistry.194,308 The focus of the study was
on the mechanistic details of epoxidation and the effects of
the protein on these mechanisms; no attempt was made to
explore the side product formation, as was done in the
DFT(B3LYP)-only studies. In the following we discuss only
the reactions of cyclohexene, since propene exhibits es-
sentially similar trends.

Figure 38a shows the energy profiles in the gas phase.57,277

The mechanism displays MSR whereby different electromers
and spinomers participate in two phases, CdC bond activa-
tion followed by ring closure. The gas-phase profile reveals
rather small bond activation barriers, which increase by 2-3
kcal mol-1 with the larger basis set (B2W). ZPE corrections
are negligible, and we can assume that this will also be the
case in the protein. As expected, the 2,4TSC transition states
are essentially of FeIV character and lead to 2,4I(IV) inter-
mediates. Using TDDFT, 4TSC(III) was found to lie ca. 15
kcal mol-1 above the 4TSC(IV) species. The ring closure
exhibits barrier-free LS processes and a moderate barrier for
the 4I(IV) species. The 4I(III) species was located and had a
much higher barrier to ring closure, as expected from results
for other model systems.26,37,306,307

The situation within the protein is shown in Figure 38b,
which depicts the DFT(B3LYP)/MM energy profile for one
of the snapshots (Snap-5, others are similar) selected from
the MD trajectory, as well as the mean relative energies for
all snapshots. Since cyclohexene is a symmetric molecule,
one might expect similar bond activation barriers for an
attack on either carbon atom of the double bond CRdC�.
However, in the protein environment, these two carbon atoms
are no longer equivalent, and therefore, the reacting carbon
atom in each snapshot was selected as the one having the
shortest C · · ·O distance in the initial complex.

Inspection of Figure 38b shows that the lowest-energy
transition states are 2TSC(III) and 4TSC, with the latter having
mixed FeIV and FeIII character (as judged from the spin
density). However, in other snapshots (Snaps-X, 1, 2, and

Scheme 5. DFT-Only Computed Mechanistic Schemes of
Alkene Epoxidation by Cpd I and of Byproduct Formation
in the High-Spin (HS) and Low-Spin (LS) Manifolds
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6), 4TSC is of FeIII type; this underscores the fact that the
electromeric states tend to be very close in the protein.
TDDFT calculations were performed on all transition states
and confirmed that the quartet transition states are the ground
state in each snapshot. Similar to the gas phase, in the protein
too, the ring-closure phase involves the two electromers in
two spin-state varieties; the LS species exhibit a barrier-free
process, while the HS ones have significant barriers, and the
longest lived intermediate is the 4I(III) species. This confirms
the conclusions derived from DFT(B3LYP)-only studies306

that the stereorandomization (cis and trans) of the epoxide
is due to 4I(IV) and 4I(III), while the suicidal and aldehyde
complexes will be nascent from the 4I(III) type intermediate
(see Scheme 5).

The bond activation barriers in the enzyme (Figure 38b)
are seen to be significantly higher than those in the gas phase
(Figure 38a), and this is reflected in the corresponding TS
energies. The transition state geometries for the bond
activation phase are depicted in Figure 39 for both the gas
phase and the protein. In all these structures, the cyclohexene
assumes an upright position; the parallel position was not
explored because the corresponding initial 2,4RC complexes
were higher in energy. Figure 39 displays structures typical
for epoxidation TSs,37,150 showing elongation of the CdC
and FesO bonds and shortening of the FesS bond. The
gas-phase species have earlier “reactant like” structures
compared with the in-protein species, i.e., longer C · · ·O
distances, shorter CdC distances, and longer FesS distances.
This shift of the transition state by the protein is no doubt
the origin of the increased barriers within the protein. As
discussed before,150 the electromeric nature of the species is
apparent by comparing 4TSC and 4TSC(III); the latter has
shorter C · · ·O bonds and longer FesO and FesS bonds,
caused by the electron transfer from the πCdC orbital to the
antibonding π*xz orbital of the FedO moiety (see Figure 26).

The corresponding snapshot-averaged geometrical properties
of 4TSC and 4TSC(III) are similar to those of Snap-5.

Finally, we note that, as in the camphor hydroxylation
study,61 the lowest barriers in the protein are again found
for Snap-X, which includes the Wat903 molecule. This barrier
is invariant to whether Wat903 is part of the QM or MM
region, which indicates that the influence of Wat903 is largely
electrostatic, as noted before. For the mean barrier over all
snapshots, the energy-lowering effect of Wat903 amounts to
4.0 (3.5) kcal mol-1 for B1 (B2W), thus once again
highlighting the biological role of water as a catalytic species.
This effect is somewhat less prominent in the allylic
hydroxylation case (see above), suggesting that the catalytic
role of water is reaction and substrate dependent.

4.5. DFT/MM and DFT-Only Studies of Aromatic
Hydroxylation by Cpd I of P450

Arene hydroxylation by cytochrome P450 enzymes still
poses tantalizing questions, concerning both the reaction
mechanism and the toxicity of some of the metabolites.10,12

The reaction yields typically three types of products, phenol,
cyclohexenone, and arene oxide, which are shown in Scheme
6 using the reaction of benzene as an example.

The P450 mediated conversion of arene to phenol (P) has
traditionally been viewed as a means of detoxification and
excretion of the toxic arene by the biosystem. By contrast,
arene oxide (AO) is carcinogenic and mutagenic through its
interaction with, e.g., DNA and other cellular material.309-312

The relationship between the two products became intriguing,
when mechanistic investigations311,312 led to the conclusion
that the arene oxide is an intermediate in this reaction and
the phenol is one of its byproducts. Further studies indicated
that arene oxide is an obligatory intermediate in arene
hydroxylation.313,314 However, in the course of time, new
evidence appeared that questioned these conclusions and
served to propose alternative pathways proceeding through
radical and/or cationic Meisenheimer intermediates.10,12,315,316

However, based on the detailed analysis of Ortiz de Mon-
tellano,10 it is fair to say that as yet there is no consensus
mechanism that is unequivocally established or that can rule
out all others. Scheme 7 summarizes the main mechanistic
hypotheses for arene hydroxylation by Cpd I.

A universal feature of arene hydroxylation10,12,311,312 is the
migration of the substituent from the site of hydroxylation
to the adjacent carbon (so-called “NIH-shift”). The substitu-
ent migration results in a partial skeletal retention of the
original hydrogen of the activated C-H bond. This observa-
tion leaves in Scheme 7 those hypotheses that account for
the NIH-shift. For clarity we labeled in the scheme the
migrating hydrogen atom with D to identify the position of
this atom in all intermediates.12 In mechanism a, everything
is channeled through the arene oxide,312 which is postulated
to be the primary product of the enzymatic reaction. In a
subsequent nonenzymatic step, the epoxide ring opens to the
zwitterionic species, which can further react in two different
manners: A hydrogen/deuterium exchange will produce
phenol (P, P′) whereas a 1,2-hydride (deuteride) shift to the
carbocationic center (NIH-shift) will give rise to cyclohex-
enone (K), which can, in turn, enolize to the phenol.10,12,311,312

Mounting experimental evidence, of various kinds, has
revealed, however, that phenol and ketone formation is
unlikely to proceed through arene oxide.315,316 Hence, in the
alternative mechanistic hypothesis b, all products are gener-
ated from the tetrahedral intermediate σ-complexes; the

Figure 38. (a) Gas-phase DFT(B3LYP)-only energy profiles during
cyclohexene epoxidation, using the R1 model (Por,SH; C6H10);
energy data are given for B1 (B1+ZPE) {B2W}. (b) DFT(B3LYP)/
MM results for cyclohexene epoxidation using the R1 model
(Por,SH; C6H10). Each data line contains relative energies for Snap-
5,B1 (Mean,B1) {Snap-5,B2W}, where the second datum refers to
the mean value of seven snapshots (see text).57,277
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phenol and ketone are formed directly from the intermediate
cationic σ-complex (σ-C+) (Scheme 7),315-317 while arene
oxide formation is suggested316 to transpire from the radical
σ-complex intermediate (σ-C•). Parts of scheme b have
gained indirect support from kinetic isotope effect measure-
ments,316 regiochemical studies,316 frontier orbital theoretical
arguments, and local density XR type calculations that ruled
out concerted epoxidation as the initial activation step of
substituted benzene by Cpd I.318,319 A related mechanism c
that involves an initial electron transfer,6,10,12,320 followed by
collapse to the σ-complexes, was suggested too, but the
existence of a free (diffusive) radical cation of the arene has
not been demonstrated yet.10,12,315 The role of charge transfer
from the arene to the iron porphyrin has nevertheless been
inferred from kinetic isotope effects, e.g., for the meta
hydroxylation of chlorobenzene.315 Clearly, the catalysis of
arene hydroxylation by P450 offers a rich and complex
mechanistic puzzle. Despite the support accumulated thus
far for the σ-complex based mechanism b, there still exist
counterarguments and compelling evidence for the interme-
diacy of benzene oxide, as in mechanism a.10,12 Furthermore,
the postulated pathways that lead to arene oxide vis-à-vis
phenol/ketone products are still under debate. Is the arene
oxide intermediary tenable? Are there really both radicalar

and carbocationic σ-complexes?315 And if they exist, how
precisely do they rearrange to yield ketone and phenol
products?

Initial DFT(B3LYP)-only calculations, by de Visser and
Shaik,38 and subsequently by Bathelt et al.,33,34 addressed the
reaction mechanism and concluded, in agreement with the
mechanisms proposed by Korzekwa et al.315 and Rietjens et
al.,316 that the process involves initial electrophilic attack on
the π-system of benzene, to form Meisenheimer complexes
of hybrid character, i.e., σ-C+ with a substantial admixture
of σ-C•38 (see mechanism b in Scheme 7). Incorporation of
bulk polarity and amidic H-bonds to the thiolate38 was found
to increase the cationic nature of the intermediate, raising
the positive charge on the benzene moiety to >0.5. These
studies33,34,38 also found that the lowest pathway occurs
preferentially via the doublet spin state. Bathelt et al.34

demonstrated that the same LS mechanism operates for an
extended series of arenes, and they derived useful structure-
reactivity correlations. There was also consensus33,34,38 that
the σ-C+ Meisenheimer complex leads to all the products in
Scheme 6, and de Visser and Shaik38 further demonstrated
that the epoxide product (AO) is a dead-end product that
does not transform to phenol (P) or ketone (K). Many of
these features were confirmed in the most recent DFT-only
study of 17 arene hydroxylation reactions.172

Theory also revealed some novel aspects of the mecha-
nism, which are shown in Scheme 8. Thus, de Visser and
Shaik38 found that, starting from the hybrid 2σ-C+/2σ-C•

Meisenheimer complex, the oxygenated benzene moiety
transfers a proton from the ipso carbon to one of the nitrogen
atoms of the porphyrin ring to form the protonated porphyrin
intermediate, 2INH (path a in Scheme 8). This is possible since

Figure 39. DFT(B3LYP/B1)-only and DFT(B3LYP/B1)/MM optimized key distances (Å) and angles (degree) of the stationary points
during cyclohexene epoxidation (see Figure 38). Each data line reports three values, Snap-5 (mean) [gas-phase]. The mean values for the
eight snapshots studied are always found to be rather similar to those for Snap-5 (see text).57,277

Scheme 6. Observed Products during Arene Hydroxylation
by P450
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the nitrogens in the porphyrin are basic. The intermediate
then reprotonates the oxo group to form phenol (2P) and the
ortho carbon to produce the ketone (2K). In contrast to this
proton-shuttle mechanism, Bathelt et al.33,34 found that the
Meisenheimer 2σ-C+/C• intermediate undergoes a 1,2-H shift
(path b in Scheme 8) from the ipso to the ortho carbon and
generates 2K, which can subsequently undergo further
rearrangement to the phenol, 2P.

Thus, while the two mechanisms in Scheme 8 are different,
they both account for the NIH shift, whereby the original
“H” from the arene ends on either the ketone or phenol
products. The reason for the two different mechanisms is
obvious from Scheme 8, where it is seen that, in the study
of de Visser and Shaik,38 the phenyl plane is perpendicular
to the porphyrin (side-on) and the ipso C-H bond is in direct
contact with one of the nitrogen atoms of the porphyrin, thus
leading to an instantaneous proton transfer and reshuttle
mechanism as described in mechanism a in Scheme 8. By
contrast, in the initial study of Bathelt et al.33 the phenyl
ring is parallel to the porphyrin plane (face-on), and the ipso
C-H bond points away, thus being prone to skeletal
rearrangement by 1,2 hydride shifts, as in mechanism b in
Scheme 8. In a subsequent study, Bathelt et al.34 confirmed
the proton-shuttle mechanism a for the NIH shift, and the

results of the two groups converged. Indeed, in the protein
pocket both conformations may exist and contribute to the
NIH shift.

4.5.1. DFT/MM Studies of Benzene Hydroxylation by
CYP2C9

The mechanism was recently reinvestigated by Bathelt et
al.60 using DFT(B3LYP)/MM calculations for benzene
hydroxylation by CYP2C9, starting from an X-ray structure
(pdb: 1OG2), which lacked a substrate and hence could be
used to accommodate benzene without conformational bias
due to the presence of another substrate. After a short MD
equilibration, two snapshots were selected for each of the
benzene conformations of Scheme 8, the face-on and the
side-on structures. The calculations were restricted to the LS
state.

Figure 40 depicts transition state geometries for the two
bond activation transition states and provides additional data
as well as comparison with the gas-phase structures of Bathelt
et al.60 The calculations show that the two conformations,
face-on and side-on, are competitive inside the protein, as
postulated before.32 The computed barriers of 18.1-21.0 kcal
mol-1 are in good accord with experimental data in
CYP2E1,321 obtained by conversion of the rate constants to
free energy barriers. The barriers in the protein are slightly
larger than those in the gas phase, and the corresponding

Scheme 7. Alternative Mechanistic Hypotheses for Arene Oxidation by P450 (Reprinted with Permission from ref 38.
Copyright 2003 American Chemical Society)

Scheme 8. Theoretically Derived Mechanisms of Phenol (P)
and Ketone (K) Formation from the Hybrid Meisenheimer
Complexes in Side-on and Face-on Conformations33,34,38

The original “H” that migrates during the processes is indicated in bold.

Figure 40. DFT(B3LYP/B1)-only and DFT(B3LYP/B1)/MM
optimized transition state structures and barriers (in kcal mol-1),
for the (a) side-on and (b) face-on conformations. Reprinted with
permission from ref 60 using new data from the author (J. N.
Harvey). Copyright 2007 American Chemical Society.
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TSs occur somewhat earlier (see the C · · ·O distances). It
was noted60 that the Meisenheimer complexes are destabi-
lized in the protein relative to the gas phase, and hence, this
behavior follows the Hammond principle.

Another interesting feature is the electronic structure of
the transition states and the Meisenheimer hybrid 2σ-C+/C•

intermediate. Thus, while, in both the DFT-only and DFT/
MM calculations, the transition states and intermediates have
a hybrid cationic/radicalar nature, with spin density as well
as charge (+0.3 to +0.57) residing on the benzene moiety,
the computed spin density was positive in both face-on
species, while it was positive in one and negative in the other
snapshot of the side-on species. This hybrid nature and the
sign of spin densities on the phenyl moiety can be understood
by reference to the orbital occupancy diagrams for the
Meisenheimer intermediates in Figure 41. Thus, in Figure
41a, we show a mixing of the cationic state with a radicalar
state, corresponding to 2I(IV). We recall from Figure 26 that
this radicalar state arises from a shift of a spin-up electron
to the a2u orbital of the heme, thus resulting in a negative
spin density on the benzene moiety (see the φC orbital); the
mixing of this radicalar state with the cationic state will lead
to some negative spin density on the benzene moiety in the
hybrid state. This is precisely the spin density computed in
the transition state and the intermediate Meisenheimer
complex, shown underneath the mixing diagram. By com-
parison, in Figure 41b, we show a similar mixing but now
with the 2I(III) electromer, which by reference to Figure 26
arises by shifting a spin-down electron to one of the π*(FeO)
orbitals of the heme and, hence, generating now a positive
spin density on the benzene moiety, as shown underneath
the mixing diagram. Clearly, therefore, benzene hydroxyla-
tion may involve MSR as well with different electromeric
states, which may be addressed in future studies.

Finally, the DFT(B3LYP)/MM calculations support the
proton-shuttle mechanism with an N-protonated intermediate
(2INH) as a viable pathway for phenol production. Figure 42
shows in a schematic manner the various barriers nascent
from the collapse of the side-on (SO) and face-on (FO)
Meisenheimer 2σ-C+/C• intermediates to the various products.
Considering these barriers, it seems that the side-on complex
leads preferentially to epoxide and to phenol, the latter via
the N-protonated porphyrin species (the proton shuttle
mechanism in Scheme 8). The ketone is generated from both
face-on and side-on pathways with approximately the same
barriers.

In conclusion, the DFT(B3LYP)/MM study of Bathelt et
al.60 recovers the basic features of the DFT(B3LYP)-only
studies,33,34,38 while accounting in detail for the role of the
protein.

4.5.2. DFT-Only Studies of Oxidative Dehalogenation of
Perhalogenated Benzenes by P450

Polyhalogenated aromatics are persistent hazardous envi-
ronmental pollutants.322,323 While partially halogenated arenes
are degradable by some organisms,324-327 more extensively
halogenated species are degraded at a very slow rate.328 P450
enzymes have the potential to oxidatively metabolize halo-
genated benzenes, so much so, that a considerable effort has
been put into engineering of bacterial P450s with enhanced
dehalogenation kinetics.329-335 P450-catalyzed dehalogenation
generally produces 1,4-diquinones and arene oxides, as
shown in Scheme 9. The mechanism of formation of these
and other species during P450 dehalogenation has been a
topic of extensive debate.336

In order to elucidate the mechanism of dehalogenation and
to identify potential primary products, Hackett et al.165

performed DFT-only calculations of a few polyhalogenated
benzene derivatives. The authors used the PBE functional
with the resolution-of-identity approximation to expedite
geometry optimization, hence RI-PBE, and complemented
this by single-point energy calculations using B3LYP.
Despite the different geometry of Cpd I compared with
B3LYP, the triradicaloid nature of Cpd I is apparent even at
the RI-PBE level, so that the mechanisms deduced by this
study are most likely reliable.

The reaction of Cpd I with hexachlorobenzene (HCB) is
shown in Figure 43. It is seen that the reaction is concerted,

Figure 41. VB mixing diagrams showing the cationic/radicalar
hybrid character, as well as the generation of (a) negative and (b)
positive spin density on the phenyl moiety in the radical.
DFT(B3LYP)/MM computed spin densities60 in the transition state
(TS) and intermediate (I) are shown beneath the mixing diagrams.

Figure 42. DFT(B3LYP)/MM and DFT(B3LYP)-only computed
barriers (kcal mol-1) for the collapse of the face-on (FO) and side-
on (SO) Meisenheimer complexes to the three products of arene
oxidation by P450.60 The energy profiles are featureless; note,
however, that the SO path proceeds to the phenol product via 2INH.

Scheme 9. Products Formed during Oxidative P450
Dehalogenation of Polyhalogenated Benzene165
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involving π-attack of Cpd I on the hexachlorobenzene, with
concomitant 1,2-Cl shift. The transition states are virtually
degenerate for the doublet and quartet spin states, but in the
product complex, the doublet state is significantly lower than
the quartet at the RI-PBE level, which tends to overstabilize
low-spin states. The final organic product in the reaction is
2,2,3,4,5,6-hexachloro-3,5-cyclohexadienone.

Even though the Meisenheimer intermediates are not
formed in this concerted process, inspection of the spin
density (F) data for the transition states (2,4TSBA) reveals a
similar electronic structure as during benzene hydroxylation
(see above). The negative spin density on the HCB moiety
of 2TSBA indicates an FeIV type species, and the small charge
development on the same moiety reveals a primary radical
nature, and not cationic or hybrid ones, as in the benzene
hydroxylation case.

The concerted nature of the transition states depends
however on the halogen, and in the case of hexafluoroben-
zene (HFB), shown in Figure 44, there are two well separated
TSs: a bond activation TSBA species, going to a Meisen-
heimer-type intermediate, Iσ-C•, followed by a 1,2-F-shift
TSshift species. The final product is a 2,2,3,4,5,6-hexafluoro-
3,5-cyclohexadienone. The similarity to the benzene hy-
droxylation is apparent; the spin density on the HFB moiety
in the 2Iσ-C• intermediate is large and negative (-0.50), while
the charge is small, thus indicating a mostly radicalar
mechanism nascent from the FeIV electromer (see Figure
41a). Interestingly, the bond activation barrier for the reaction
of Cpd I with HFB is substantially lower (5.3 (RI-PBE) and
13.8 kcal mol-1 (B3LYP)) than that with HCB. While
Hackett et al.165 did not account for this difference, we
propose tentatively that the effect is associated with the well-
known fluoro effect of stabilizing radical species.337

2,2,3,4,5,6-Hexahalo-3,5-cyclohexadienones, which are the
primary products in Figures 43 and 44, have not been
observed experimentally but could well be key intermediates
for the formation of tetrahaloquinones during P450 oxidation.
The experimentally observed product from hexachloroben-

zene is pentachlorophenol. Hackett et al.165 suggested that
this product is obtained from 2,2,3,4,5,6-hexacholoro-3,5-
cyclohexadienones by electron capture from the reductase
followed by a loss of chloride ion, another reduction, and
formation of pentachlorophenol as shown in Scheme 10.
Alternatively, the reduction can arise from nonenzymatic
soluble biological factors in aqueous solution. Hackett et al.
have verified that the 2,2,3,4,5,6-hexahalo-3,5-cyclohexadi-
enones have sufficiently large electron affinities to be easily
reducible.

Once the pentachlorophenol is formed, another Cpd
I-mediated oxidation by π-attack would lead, in a mechanism
analogous to the one shown in Figure 43, to 4-hydroxy-
2,2,3,5,6-pentachloro-3,5-hexadienone (and the correspond-
ing meta- and ortho-attack products), as sketched in Scheme
11. At physiological pH, deprotonation of 4-hydroxy-
2,2,3,5,6-pentachloro-3,5-hexadienone and Cl- expulsion will
predominate and yield the tetrachloroquinone. This mecha-
nism is general, only in that, in the perfluoro case, the F-

expulsion requires incorporation of bulk solvation in the
calculations.

With mixed chloro-fluoro derivatives, the calculations
reproduce the experimentally observed preferential oxidation
at the fluorinated sites. The calculations predict a barrier that
is substantially smaller, by 4-6 kcal mol-1, for the π-attack
on the fluorinated site compared with a chlorinated site. Once
again, this intriguing fact may reflect effects of radical
stabilization by fluorine.337 However, confirmation of this
effect will require a close analysis of the spin density
distribution on fluorine vs chlorine to assess the role of
hyperconjugative interactions between the developing radical
in the benzenic moiety and the COF vs COCl moieties in
the TSBA species.

In summary, the study of Hackett et al.165 on oxidative
dehalogenation and the above studies on benzene hydroxy-
lation demonstrate that activation of aromatic substrates
generally proceeds by π-attack on the aromatic ring. The
low barriers for oxidative defluorination suggest that P450s
can be very effective in detoxification of fluorinated aromat-
ics. Of course, without further DFT/MM studies or at least
DFT-only studies augmented with bulk polarity effects, this
conclusion should be considered tentative.

4.6. DFT-Only Studies of N-Dealkylation of
N,N-Dimethylaniline Derivatives

The mechanism of N-demethylation of N,N-dimethyl-
anilines (DMAs) by cytochrome P450 is a highly debated
topic in mechanistic bioinorganic chemistry. Scheme 12
describes the two rival mechanistic hypotheses. Thus, one
mechanism labeled as (i) in Scheme 12 suggests that the
reaction starts by the usual H-atom abstraction (HAT)
reaction, followed by rebound to form the carbinolamine,
which decomposes subsequently in a nonenzymatic reaction
to give rise to formaldehyde and a dealkylated amine.338-342

The alternative mechanistic hypothesis, labeled as (ii), starts
with a single electron transfer (SET) from the amine to Cpd
I,343-354 followed by proton transfer to the Cpd II species
and proceeding with a rebound to form the carbinolamine,
which then decomposes as outlined above.

The HAT-first mechanism has been supported by kinetic
isotope effect (KIE) profiles, which showed that the KIEs
measured for P450 oxidation of a series of para-substituted
N,N-dimethylanilines (p-X-DMAs), by a few isoforms,
correlate linearly with the KIEs measured for the same p-X-

Figure 43. DFT-only calculations of the first step in the oxidative
dehalogenation of hexachlorobenzene by P450 Cpd I. Numerical
results for bond lengths (Å), angles (degree), and spin densities F
refer to the doublet (quartet) state. The energy profiles (kcal mol-1)
come from RI-PBE/TZVPP calculations at RI-PBE/TZVP,SV(P)
optimized geometries. Reprinted with permission from ref 165.
Copyright 2007 American Chemical Society.
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DMAs series in a real HAT reaction with the tBuO•

radical.338-341 In addition, use of clock substrates355-359 and
other experimental criteria342,360-363 seemed to rule out amine
cation radical formation. The SET-first mechanism has been
supported by the facts that (a) the KIE values are low and
seem atypical of HAT reactions343,344,346,352,353 and (b) the
reaction rates for N-demethylation of p-X-DMAs correlate
nicely with Hammett substituent parameters (which are

negative)345,347-351,354,364-367 and with the redox potential E1/2

values of the p-X-DMAs.345,347-351,354,364-367

Since all these pieces of evidence are more or less
circumstantial, it was essential to study the N-dealkylation
by theoretical means. This was done using DFT(B3LYP)-
only calculations of the reactions of Cpd I with four para-
(H, Cl, CN, NO2) substituted DMAs used in the experimental
research.167 An initial study of the unsubstituted DMA itself
with Cpd I166 showed that the SET-first hypothesis, at least
for this substrate, is less likely, since the electron-transferred
DMA•+/Cpd II species are significantly higher in energy than
the DMA/Cpd I pair, both at the cluster geometry and at the
corresponding TS geometry (without and with inclusion of
bulk polarity effects). The second study167 showed also a

Figure 44. DFT-only calculations of the first step in the oxidative dehalogenation of hexafluorobenzene by P450 Cpd I. Numerical results
for bond lengths (Å), angles (degree), and spin densities F refer to the doublet (quartet) state. The energy profiles (kcal mol-1) come from
RI-PBE/TZVPP calculations at RI-PBE/TZVP,SV(P) optimized geometries. Reprinted with permission from ref 165. Copyright 2007 American
Chemical Society.

Scheme 10. Proposed Mechanism for the Formation of the
Ferric-Phenolate Complex by Electron Transfers from the
Reductase, Followed by Cl- Expulsion165

Scheme 11. Proposed Mechanism for the Formation of the
Tetrachloroquinone Product, Starting with Cpd I Oxidative
Dehalogenation of Pentachlorophenol and Followed by
Nonenzymatic Elimination of HCl165

Scheme 12. Mechanistic Hypotheses for N-Dealkylation of
Amines: Mechanism (i) Involves Hydrogen Atom Transfer
(HAT) First, While Mechanism (ii) Involves Single Electron
Transfer (SET) Firsta

a The two mechanisms converge at the carbinolamine decomposition,
which is proposed to occur nonenzymatically. Reprinted with permission
from ref 167. Copyright 2007 American Chemical Society.
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HAT mechanism. In addition, the calculated KIELS for the
low-spin (LS) HAT reaction of the pristine DMA (X ) H)
agrees closely with experiment. These results then led to the
conclusion that all the reactions proceed by HAT-first, and
it remained to understand the various structure-reactivity
correlations and low KIEs that implied SET-first, using the
HAT-first mechanism.

Figure 45 shows the energy profiles for the reactions of
Cpd I with the para-(H, Cl, CN, NO2) substituted DMAs, at
the highest level, with the LACV3P+*(Fe)/6-311+G*(rest)
basis set, including bulk polarity (ε ) 5.7) and two NH · · ·S
amidic H-bonds to the thiolate ligand.167 Both the LS and
HS profiles exhibit a transition state for HAT, 2,4TSH; there
are no intermediates, and the “4I” feature in the figure is a
shoulder and not a real intermediate. It is seen that the energy
difference between the 2TSH and 4TSH species depends on
the para substituent: the gap is largest for p-H and p-Cl, ca.
3.0 kcal mol-1, and smaller in the other cases, 0.8 kcal mol-1

for p-CN and 0.1 kcal mol-1 for p-NO2. As a whole, there
is a switch from a single-state mechanism (SSM) in the p-H
and p-Cl case, which will proceed preferentially via the LS
state, to TSR in the p-CN and p-NO2 case.

The structures of 2,4TSH are displayed in Figure 46. They
exhibit some interesting trends with regard to the progress
along the H-transfer coordinate, C · · ·H · · ·O. In the LS
species, 2TSH, the pristine case (p-H) has the shortest C-H
and longest O-H bond and is hence the “earliest”. As the
substituent becomes more electron withdrawing, from p-Cl
to p-NO2, the transition state occurs progressively later. In
the HS species, 4TSH, the transition states are more advanced
along the H-transfer coordinate but exhibit a smaller amount
of variation in the series, compared with the LS species.

The calculated KIE values are collected in Table 2,
together with the experimental KIE values. The KIELS values
are smaller than the corresponding KIEHS values, and they
exhibit a variation consistent with the Melander-Westheimer
postulate that the KIE value reflects the position of the TS
along the H-transfer coordinate; the earlier the position, the
smaller is the KIEsmuch the same as in the experimental
data. The small values for p-H and p-Cl reflect the early
nature of the corresponding TSs, as reasoned by Dinnocenzo
and co-workers.338-341 By contrast, the KIEHS values are
almost constant, in line with the smaller variation in geometry
of these species (Figure 46), and the larger values manifest
the more “central” position of the respective TSs, precisely
as expected from the Melander-Westheimer postulate.
Furthermore, the absolute magnitudes of the KIEs correlate
with the reaction barriers and with the extent of the C-H
elongation in the TSH species. It is apparent that the KIE
values and the KIE profile are entirely congruent with the
HAT nature of the reaction.

Figure 47 shows plots of computed KIEHS,LS values against
experimental values, KIEexpt. Obviously, the KIEHS values
do not correlate with the experimental data, while the KIELS

values do so quite well (see Figure 47a and b). Finally, Figure
47c presents the correlation of a blended KIE with the
experimental values. The blending coefficient was determined
by fitting the KIE differences in the series to the experimental
ones.167 As can be seen, the computational data match
experiment perfectly, such that, in the case of p-H and p-Cl
with a large energetic preference for the LS state, the
reactivity is exclusively LS, and as the electron withdrawing
power of the substituent increases and the LS preference
decreases, there is a shift to TSR. This blending fits also

Figure 45. DFT(B3LYP)-only energy profiles (kcal mol-1) for C-H hydroxylation of p-X-DMA (X ) H, Cl, CN, NO2). Geometries were
optimized with the B1 basis, while the relative energies were determined using a larger basis, LACV3P+(Fe)/6-31+G*(rest), with inclusion
of ZPE, bulk polarity (ε ) 5.6), and NH · · ·S corrections. Reprinted with permission from ref 167. Copyright 2007, American Chemical
Society.
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nicely with the change in the computed 4TSH-2TSH energy
gaps in Figure 45, where initially the LS TS is significantly
lower and finally becomes virtually degenerate with the HS
TS for the electron withdrawing substituents.

Since the KIEs fit a HAT-first mechanism, then, what
about the observed Hammett correlations and the correlation
with the redox potentials of the DMAs, discussed above?
Figure 48a shows the computed barriers for the LS states
plotted against the Hammett substituent parameters. The
correlation is linear and has a negative slope, in perfect
agreement with the experimentally observed negative Ham-
mett slope value. Figure 48b indicates that the LS barriers
for HAT correlate nicely with the redox potential E1/2 of the
p-X-DMAs. Clearly, therefore, the computed barriers for a
HAT-first mechanism reproduce the experimental correla-
tions and demonstrate thereby that these correlations cannot
serve as a proof for a SET-first mechanism.

Having seen that all the experimental trends are reproduced
by the DFT(B3LYP) calculations using a HAT-first mech-
anism, the question to ask is: what is the mechanistic
information of the experimentally observed correlations?

Some clue is given by Figure 49, which shows linear
correlations of the spin density, F(N), on the nitrogen adjacent
to the CH3 group being activated, for the HS and LS TSH

species, with the Hammett substituent constants. The nitrogen
atom accumulates spin density during the reaction because
its lone pair can conjugate with the nascent radical on the
carbon as the C-H bond is being cleaved and stabilize it.
Thus, as the para substituent becomes increasingly more
electron withdrawing, the nitrogen lone pair is “sucked” by

Figure 46. DFT(B3LYP/B1) optimized transition states (Å) for
C-H hydroxylation of p-X-DMA (X ) H, Cl, CN, NO2). Reprinted
with permission from ref 167. Copyright 2007 American Chemical
Society.

Table 2. DFT(B3LYP/B1)-Only Computeda KIE Values for
p-X-DMA, along with Experimental Values

DMA p-Cl-DMA p-CN-DMA p-NO2-DMA

KIEHS 5.5 5.4 5.5 5.6
KIELS 3.6 3.8 4.2 4.4
KIEexp 2.6 2.8 3.6 4.0

a From ref 167.

Figure 47. DFT(B3LYP/B1) calculated KIEHS,LS values and
experimental data, KIEexp, for C-H hydroxylation of p-X-DMA
(X ) H, Cl, CN, NO2): (a) KIEHS plotted against KIEexp, (b) KIELS

plotted against KIEexp, and (c) KIEmixed plotted against KIEexp.
Reprinted with permission from ref 167. Copyright 2007 American
Chemical Society.
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the substituent and the spin density on N decreases. Hence,
the para substituent X communicates with the TS by
changing the accessibility of the nitrogen lone pair to interact
with the activated C-H bond, as well as by transferring
charge to the Cpd I moiety. The less electron withdrawing
the substituent, the more accessible is the lone pair, and the
larger is the stabilization of the nascent radical, since more
charge will be transferred from the aryl group to the C---
H---O(FePor) moiety in the TS. This is the main reason for
the good correlation of the barriers with the Hammett
substituent constants and with the redox potential of the
DMA. All these correlations reflect the “polar” character of
the process; it is not an SET process but an HAT process
that involves “partial charge transfer character”. Indeed, all
the cases exhibit a positive charge accumulation on the p-X-
DMA moiety in the TS.

This stabilization mechanism endowed by the nitrogen lone
pair is shown in Scheme 13 using three resonance VB
structures (R1-R3) which represent the formation of a new
covalent O-H bond (R1), the three-electron resonance
stabilization of the CH2

• moiety by the nitrogen lone pair
(R2), and polar contributions to the TS (R3). As the para
substituent X becomes more electron withdrawing, the
resonance structures R2 and R3 become less important and
the TS stabilization diminishes. The correlation with the
Hammett substituent constants thus reflects the attenuation
of the conjugation between the nitrogen lone-pair and the
cleaving C-H bond in the TS by the ring substituent. One
can witness in fact this weakening of the conjugation due to

the electron withdrawal of X ) CN and NO2, by inspecting
the orbitals of the TSH species.167 The impaired delocalization
causes in turn destabilization of the TSH species for the more
electron withdrawing substituents and requires a higher
degree of C-H bond cleavage, and hence also a larger KIE
value.

4.6.1. KIE is a Reliable Probe of Spin State Selectivity in
Oxidation of DMAs

The correlation of computed and experimental KIE values
in Figure 47 as well as the results of the preliminary study
for the pristine DMA166 show that in fact KIE can serve as
a reliable probe of the spin state selectivity of Cpd I. Thus,
with the pristine DMA and the p-Cl-DMA, where the
H-abstraction 2TSH has a significantly lower energy than the
corresponding HS species, the observed low KIE values
reflect the LS-only reactivity. As the substituent becomes
increasingly more electron withdrawing, the electronic
advantage of the LS mechanism diminishes, causing 2TSH

and 4TSH to approach one another in energy, and as a result
the observed KIE becomes a blended mixture of KIELS and
KIEHS. The use of KIE as a probe for spin state reactivity
has been demonstrated before for the gas-phase activation
of norbornane by FeO+, where the exo-CH and endo-CH
bonds exhibited very different KIEs that turned out to
correspond to the LS and HS process, respectively.368 This
idea found use in other C-H bond activation processes as
well, e.g., in the observation of KIE jumps during the
oxidation of DMA by the native Cpd I vis-à-vis Cpd I
prepared using the PhIdO oxygen surrogate.292 As shown
in that study, the use of PhIdO leads preferentially to the
HS Cpd I species, and when the oxidation barrier is as small
as in DMA, the latter gets oxidized by the HS spin state
before spin interconversion can occur.

4.6.2. Decomposition of the Carbinolaniline Initial Product

After methyl hydroxylation of DMA, the so formed
carbinolaniline decomposes as shown in Scheme 14. The
conventional wisdom is that this process occurs in a
nonenzymatic manner after the carbinolaniline is released
and most likely leaves the active site. The DFT(B3LYP)
calculations167 confirm this supposition; thus, the binding
energies of the carbinolaniline to the heme are very small
(8.5 kcal mol-1 for the doublet ferric complex), whereas the
decomposition barriers are much larger (g30.3 kcal mol-1

for the doublet state complex). Furthermore, as shown in
Figure 50, the decomposition reaction is assisted by water
molecules, which are abundant on the protein surface. Thus,
the barrier for decomposition is 29.6 kcal mol-1 without
water assistance and drops to 14.8 kcal mol-1 after the
addition of a single water molecule. The reason for this large
effect is clear from the structure of the decomposition
transition state, TSdecomp, in Figure 50. Thus, in the absence
of a water molecule, the hydroxyl H migrates to the nitrogen
atom via a strained four-membered cyclic structure, while
in the presence of a water molecule the water mediates the
H-migration via a six-membered cyclic TS which is strain-
free. We have not pursued further whether more water
molecules will reduce the barrier even more.

Figure 48. Plots of calculated LS barriers for p-X-DMAs against
(a) the Hammett substituent parameter of p-X and (b) the redox
E1/2 values of p-X-DMAs. Reprinted with permission from ref 167.
Copyright 2007 American Chemical Society.
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4.6.3. Summary of the Mechanistic Findings on
Dealkylation of DMAs by Cpd I

The DFT(B3LYP) calculations resolve mechanistic con-
troversies, offer a consistent mechanistic view, and reveal
the following features. (a) The reaction pathways involve
C-H hydroxylation by Cpd I followed by a nonenzymatic
carbinolamine decomposition, which is assisted by water
molecules. (b) C-H hydroxylation is initiated by a hydrogen
atom transfer (HAT) step that possesses a “polar” character.
As such, the HAT energy barriers correlate with the E1/2

values and the HOMO energies of the DMAs. (c) The series
exhibits a switch from spin-selective reactivity for DMA and
p-Cl-DMA to two-state reactivity, with low- and high-spin
states, for p-CN-DMA and p-NO2-DMA. (d) The computed
kinetic isotope effect profiles for these scenarios match the
experimentally determined profiles. Furthermore, KIEs and
TS structures vary in a manner predicted by the Melander-
Westheimer postulate: as the substituent becomes more
electron withdrawing, the TS is shifted to a later position
along the H-transfer coordinate and the corresponding KIE
increases. (e) Theory shows that a KIE can serve as a reliable
probe of the spin-state selectivity of Cpd I.

4.7. DFT-Only Studies of Sulfur and Nitrogen
Oxidation
4.7.1. Sulfur Oxidation

An early DFT(B3LYP) investigation of sulfoxidation of
dimethyl sulfide (DMS) from 200352 has already been
reviewed.32 In this initial work, it was found that the
sulfoxidation of DMS involves a single step that occurs
preferentially from the HS quartet state. The LS TS turned
out to be higher in energy and distorted as though performing
porphyrin oxidation. Subsequently, two independent studies
showed that there is indeed a lower-energy TS169,171,293 that

Figure 49. Plots of calculated spin density, F(N), on the nitrogen atom adjacent to the activated C-H bond of 2TSH and 4TSH, against the
(a) Hammett substituent parameter of p-X, and (b) redox E1/2 values of p-X-DMAs. Reprinted with permission from ref 167. Copyright
2007 American Chemical Society.

Scheme 13. Three of the Resonance Structures That
Contribute to the Stabilization of TSH for C-H
Hydroxylation in p-X-DMAa

a The curved lines connecting the electrons signify spin-paired electrons
(covalent bonding).

Scheme 14. Decomposition Reaction of Carbinolanilines
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was missed in the original study because of the extreme
flatness of the energy surface.

Figure 51 shows the results obtained by Li et al.169,293 using
DFT(B3LYP/LACV3P++**) and including ZPE corrections
and the effects of bulk polarity and NH · · ·S hydrogen

bonding. It is seen that the lowest-energy TSSO species is
the doublet with a barrier of merely 7.1 kcal mol-1, somewhat
higher than the bond activation barrier in DMA but still very
small, showing that sulfoxidation is facile. About 2.0 kcal
mol-1 higher is a quartet 4TSSO species. When neglecting
bulk polarity, H-bonding, and ZPE corrections, the 4TSSO

species lies 4.5 kcal mol-1 above 2TSSO. Still considerably
higher in energy is the distorted LS transition state, labeled
as 2TSPO, which was wrongly assigned in 2003 as a
sulfoxidation TS.52 The label 2TSPO signifies that this is a
transition state for porphyrin oxidation, leading to N-O
porphyrin adducts found experimentally.16

Figure 52 shows the DFT(B3LYP)-only results of Olsen
and Ryde171 using a large basis set. While the numerical
values of the barriers and the key geometric features of the
2,4TSSO species are different from those in Figure 51, the
trends are similar, showing preference for the LS pathways.

In retrospect, the preference for the LS process should have
been clear all along, for the same reasons that have been
discussed for the HS and LS rebound processes during C-H
hydroxylation. Thus, as shown in the orbital occupancy
diagrams in Scheme 15, a LS state can be generated by
shifting an electron from the sulfur lone-pair orbital (φS) to
one of the low-lying π* orbitals of the oxo-heme. By
contrast, in the HS process, one electron must be shifted to
the high lying σ*z2 orbital, which raises the energy of the
4TSSO species, compared with 2TSSO.

Figure 50. DFT(B3LYP) calculated transition states (distances in
Å) and energy profiles (kcal mol-1) for the carbinolaniline (CA)
decomposition reaction to aniline (A) and formaldehyde (F): (a)
without water assistance, and (b) with water assistance. Relative
energies were determined using a large basis, LACV3P+(Fe)/6-
31+G*(rest), and including ZPE, bulk polarity (ε ) 5.6), and
NH · · ·S corrections.167

Figure 51. DFT(B3LYP/LACVP**) optimized transition states
during sulfoxidation of dimethyl sulfide by Cpd I in the doublet
and quartet state (2,4TSSO) and corresponding energy profiles. The
2TSPO species corresponds to porphyrin self-oxygenation by Cpd
I. The relative energies (kcal mol-1) in each line come from single-
point calculations with the LACV3P+(Fe)/6-311++G**(rest) basis
(in parentheses: with inclusion of ZPE, bulk solvation (ε ) 5.7),
and NH · · ·S hydrogen bonding corrections). Reproduced with
permission from ref 169. Copyright 2007 Wiley-VCH Verlage
GmbH & Co KGaA.

Figure 52. DFT(B3LYP/DZP) transition states for the sulfoxida-
tion of dimethyl sulfide by Cpd I in the doublet and quartet states,
and corresponding energy profiles (kcal mol-1). Relative energies
from single-point calculations using a large basis set with double
polarization and diffuse functions. Reprinted with permission from
ref 171. Copyright 2008 American Chemical Society.

Scheme 15. Different Electronic Reorganization Events
Leading to 2TSSO and 4TSSO during Sulfoxidation by Cpd I
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4.7.2. Nitrogen Oxidation

DFT(B3LYP) studies of oxo-transfer to aminic nitrogen
have been reported by two groups,171,292,369 using DMA and
trimethylamine (TMA). They arrive at a mechanism similar
to the one discussed above for sulfoxidation: the reaction is
a synchronous oxo-transfer from Cpd I to the nitrogen atom,
and it occurs preferentially on the LS surface, with the HS
mechanism having barriers that are higher by 7 kcal mol-1

for DMA292,369 and by 4-5 kcal mol-1 for TMA.171,369

Interestingly, the reverse reaction whereby the N-O
compound transfers an oxygen to the heme to form Cpd I
has been used by Dowers et al.256 to study the mechanism
of N-dealkylation of DMA derivatives by Cpd I. The
feasibility of the oxo-transfer from the N-oxide derivative
of DMA to the heme has been addressed in two recent
studies,292,369 which found a barrier of the order of 17-18
kcal mol-1 (or 13.6 kcal mol-1 after including bulk polarity
and NH · · ·S H-bonding effects). The complete energy
profile369 is shown in Figure 53 for only the LS state. It is
seen that if one starts from the LS ferric complex of the
N-oxo-DMA (2PNO), the oxo-transfer to the heme is the rate
controlling step, followed by a very fast step of C-H
hydroxylation of one of the CH3 groups of DMA. In such a
scenario, Cpd I is not observable, but one might think about
using the same technique with the N-oxide of hexafluorinated
p-NO2-DMA-F6, in which case the subsequent reaction of
Cpd I will be slow, while the oxo-transfer reaction will
become competitive or faster.

4.8. A DFT-Only Study of Ethanol Oxidation by
P450

Lieber and DeCarli have suggested already in the late
1960s that the microsomal CYP2E1 is responsible for alcohol
dehydrogenation activity in the liver.370-372 This suggestion
was followed by a surge of studies of toxicology aspects,
such as acidosis and fatty liver disease, associated with

CYP2E1 malfunction, and of the mechanism of alcohol
dehydrogenation.373-383 Three mechanisms have been pro-
posed and are shown in Scheme 16. The consensus mech-
anism is the gem-diol mechanism a, in which the rate-
determining step is H-abstraction from the R-carbon atom
of the alcohol, followed by radical rebound to form the diol,
which then undergoes dehydration and produces acetalde-
hyde.374-376,378-382 The second mechanistic hypothesis b starts
with the same H-abstraction step from CR as in mechanism
a but follows with a second H-abstraction from the radical
and is hence called the dual hydrogen abstraction (DHA)
mechanism.373,377,379,383 Finally, the third hypothesis c, so-
called reverse dual hydrogen abstraction (R-DHA), involves
an initial H-abstraction from the hydroxyl group of the
alcohol, followed by a second H-abstraction from the
R-carbon atom. This is the one discovered by computational
means, using B3LYP(LACVP**/6-31G**) and corrections
to account for basis set (LACV3P+*/6-311+G*) and bulk
polarity effects.168

The computational study explored all three mechanistic
hypotheses. Figure 54 shows the DHA and gem-diol mech-
anisms, which both start with an initial H-abstraction step
(Figure 54a). As usual, this step involves TSR, leading to
the iron-hydroxo/ethanolyl radical complexes, 2,4I. These 2,4I
complexes are not stable intermediates but appear as
shoulders on the potential energy surface (the reason for the
missing rebound barrier is the low ionization potential of
the radical; see discussion later); and collapse in a barrier-
free fashion to the products of mechanisms a and b, as shown
in Figure 54b for 4I. Thus, a rotation of the iron-hydroxo
OH group, on the left side of Figure 54b, leads directly to
the gem-diol product, while combining this rotation with the
enol radical rotation, as on the right side of Figure 54b, gives
rise to a second and barrier-free H-abstraction that generates
the acetaldehyde complex.

The H-abstraction barrier in Figure 54a is affected by bulk
polarity, by as much as 1.5-4.1 kcal mol-1 when the bulk
polarity is taken to be that of ethanol; the barriers are 13.2/
14.4 kcal mol-1 for the HS/LS states.168

Figure 55 shows the energy profile calculated for the
R-DHA mechanism in the gas phase and with bulk polarity
effects taken into account. It is seen that the mechanism starts
in a regular TSR scenario, leading to an iron-hydroxo/
ethanoyl radical complex, 2,4I. This complex then undergoes
a second H-abstraction from the R-methylene group of the
ethanoyl radical. In this step, the LS state has a tiny barrier,

Figure 53. DFT(B3LYP/B1) optimized transition states and energy
profiles for C-H hydroxylation and N-oxidation of N,N-dimethy-
laniline (DMA) by Cpd I in the LS state. Relative energies from
single-point calculations using the LACV3P+(Fe)/6-311+G*(rest)
basis, and including ZPE, bulk polarity (ε ) 5.7), and NH · · ·S
H-bonding corrections. Reproduced with permission from ref 369.
Copyright 2009 Wiley-VCH Verlage GmbH & Co KGaA.

Scheme 16. Three Mechanistic Hypotheses for Ethanol
Dehydrogenation by CYP2E1 (Reproduced with Permission
from Ref 168. Copyright 2007 Wiley-VCH Verlage GmbH &
Co KGaA)

996 Chemical Reviews, 2010, Vol. 110, No. 2 Shaik et al.



while the HS state has a large barrier. The reason for this
spin-selective second H-abstraction can be understood from
the orbital occupancy evolution diagrams in Scheme 17.
Thus, the H-abstraction involves a one-electron shift from
the σCH orbital of the methylene group to the iron hydroxo
complex; in the LS case, the electron is shifted to the low
lying π* orbital, while in the HS case, the shift occurs to
the high lying σ*z2 orbital (that is 18 kcal mol-1 higher than
the π* orbital).

Assuming a fast spin crossover from quartet to doublet in
the second H-abstraction event (see reasoning in the original
paper168), the rate controlling step during the R-DHA
mechanism in Figure 55 is the first H-abstraction from the
hydroxyl group of ethanol. Comparison of Figures 54a and
55 reveals that, in the gas phase, the consensus mechanisms
(DHA and gem-diol) possesses a slightly smaller barrier than
the R-DHA mechanism. However, with bulk polarity in-
cluded, the reverse is true; the barriers for R-DHA are 11.7/
11.1 vis-à-vis 13.2/14.4 kcal mol-1 (for HS/LS, respectively).
Thus, the R-DHA mechanism competes with the traditional
DHA or gem-diol mechanism in a weakly polar environment
(ε ) 5.62), which reflects the hydrophobic heme pocket of
CYP2E1. However, under stronger polarity (ε ) 24.55),
corresponding to that of ethanol, the R-DHA mechanism
should prevail. This might explain the adaptive response of
CYP2E1 to high ethanol concentration in the blood, resulting
in the acceleration of ethanol dehydrogenation.370-372 The
influence of ethanol concentration on the CYP2E1 pocket
has in fact been observed by changes in the Fe-CO bond
of the ferrous-carbon monoxide complex, which are in line
with the expected modulation of the polarity of the pocket.384

A reasonable scenario was proposed whereby the increased
ethanol concentration in the blood modifies the pocket
polarity and induces a mechanistic shift from a competitive
gem-Diol-DHA/R-DHA situation to a dominant R-DHA
mechanism, which offers a faster alcohol dehydrogenation
path and thereby accounts for the observed acceleration of
ethanol dehydrogenation.370-372

4.9. DFT/MM Study of the C-C Bond Forming
Reactivity of P450

P450 StaP (CYP245A1) catalyzes the formation of stau-
rosporine (STA) from chromopyrrolic acid (CPA) as depicted
in Scheme 18.195,385 Staurosporines are natural products that
possess strong inhibitory activity on protein kinase, which
makes them therapeutically important anticancer agents. The
staurosporine indolocarbazole cores are derived from L-

Figure 54. DFT(B3LYP/LACVP**) optimized transition states
and energy profiles (kcal mol-1) for ethanol dehydrogenation by
Cpd I in the DHA and gem-diol mechanisms. (a) H-abstraction
step and (b) collapse of 4I to the gem-diol or acetaldehyde
complexes. In part a, the relative energies refer to the LACV3P+(Fe)/
6-311+G*(rest) basis, labeled as B. In part a, the three relative
energy values in each line correspond to B+ZPE (B+ZPE; ε )
5.62) [B+ZPE; ε ) 24.55]. Reproduced with permission from ref
168. Copyright 2007 Wiley-VCH Verlage GmbH & Co KGaA.

Figure 55. DFT(B3LYP/LACVP**) optimized transition states
and energy profiles (kcal mol-1) for ethanol dehydrogenation by
Cpd I in the R-DHA mechanism. The three relative energy values
in each line correspond to B+ZPE (B+ZPE; ε ) 5.62) [B+ZPE;
ε ) 24.55], where B denotes the LACV3P+(Fe)/6-311+G*(rest)
basis. Reproduced with permission from ref 168. Copyright 2007
Wiley-VCH Verlage GmbH & Co KGaA.

Scheme 17. Orbital Occupancy Evolution during the Second
H-Abstraction Step of the R-DHA Mechanism in Figure 55a

a Note that the electron shift to a2u occurs en-route from 2,4TSH
OH down

to the intermediate complexes.
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tryptophan (L-Trp) via a series of oxidative transformations
catalyzed by a series of enzymes that are indicated on the
arrows in Scheme 18. The most remarkable transformation
is the fusion of the two indole rings of CPA by cytochrome
P450 StaP and its coenzyme StaC, to generate a six-ring
indolocarbazole scaffold that undergoes subsequent N-
glycosylation, followed by methyl transfer steps leading in
the end to STA. How does an enzyme that regularly
monooxygenates organic compounds perform this remarkable
transformation that involves C-C bond formation and a loss
of two H atoms? This transformation becomes all the more
puzzling in view of the fact that CPA is held steadfast in
the crystal structure by an array of H-bonds quite distant
from Cpd I, as shown in Figure 56. As such, there is no
chance of moving the CPA closer to enable Cpd I to abstract
hydrogens or affect CPA directly in any other manner. The
action must be from a distance and/or mediated by water
molecules and active residues.

The electronic structure of Cpd I of P450 StaP was already
discussed above in Figure 19, based on DFT(B3LYP)/MM
calculations.58,80 In this Cpd I species, the cation-radical
moiety is distributed over Por, sulfur, and CPA in an orbital
that has a mixed character, made from a2u for the Por/S ligand
and φCPA that is localized in the proximal indolic moiety of
CPA. Furthermore, the DFT(B3LYP)/MM calculations58

show that when the His250 residue is protonated in the
proximal side to the FeO moiety of Cpd I, there is an H-bond
triad consisting of Wat789 (the water molecule that is liberated
during the formation of Cpd I), Wat644, and His250 that
connects the indolic NH of CPA to the oxo group of Cpd I.
As shown in Figure 57, this provides a nice Grotthuss-type
proton transfer pathway236 for proton delivery from NH to
the oxo group, which occurs simultaneously to an electron
transfer from CPA to Cpd I. This proton-coupled electron
transfer (PCET) event results in a net H-atom transfer from
the indole NH to Cpd I, without bringing CPA close to Cpd
I. In this mechanism P450 StaP functions much like a
peroxidase.58,71 Three elements join to provide this remark-
able functionality: (i) the protein environment deprotonates
the two carboxylic acid groups of CPA and immobilizes the
substrate via an array of H-bonds that claw the carboxylate
groups (see Figure 56), (ii) the so created CPA2- dianion is
an excellent electron donor, while Cpd I is a powerful
electron acceptor, which together promote electron transfer

from a distance, and (iii) the Wat644-His250-Wat789 triad
enables us to shuttle protons from the CPA to the Cpd I
species.

However, the PCET step in Figure 57 just initiates the
mechanism of CPA oxidation, which was recently elucidated
by means of extensive DFT(B3LYP)/MM calculations.80 The
entire computed mechanism is shown in Scheme 19. It
involves 10 steps labeled as s1-s10. In addition to the PCET
step (s1), there is another key element, a bond-formation
coupled electron transfer (BFCET) step (s4) that involves
the second electron transfer from the substrate to the heme
along with the C-C bond formation. There are also four
proton transfer (PT) events; in the first one, PT1 (s3), the
proton from the distal indolic N-H group of CPA, is
transferred to the proximal N, while thereafter (s6) this proton
is relayed to the iron hydroxo to form the ferric-aqua complex
of the resting state. Steps PT3 and PT4 (s8 and s10) rearrange
the protons from the C-H groups of the HC-CH moiety of
the indole back to the indolic bare nitrogen atoms, thus
completing the transformation and coming full cycle.

However, recalling that the CPA substrate is immobilized,
none of these events could have happened without the water
relocation steps (s2, s5, s7, and s9) in Scheme 19. As an
example, s2 is shown in Figure 58. Here, after the PCET
event, s1 in Scheme 19, Wat789 and Wat644 migrate to
establish together with His250 a new triad that can relay the
proton from the distal indolic N-H group to the proximal
bare N atom. Similarly, the hydrogen shifts from the carbons
to the N positions in the indole (s8 and s10) are mediated
by water molecules that have to migrate initially to the correct
positions to effect these rearrangements. Without the water
molecules, these H-rearrangements have large barriers, which
become smaller than 12 kcal mol-1 in their presence.

Indeed, the water molecules are the “working-class bees”
of this complex mechanism. By moving around, they tend
to “nurture” the immobilized CPA, allowing it to undergo a
most complex transformation. They act as biocatalysts.

4.10. DFT-Only and DFT/MM Calculations of
Regioselectivity in the Reactions of Cpd I

An important function of an enzyme is its ability to carry
out regioselective reactions of substrates that have two
functionalities. P450 enzymes fulfill this role quite well: they
may perform C-H hydroxylations in the presence of double
bonds, or sulfur, or phenyl groups, and vice versa (oxidation
of these groups in the presence of C-H bonds). A few of
these regiochemical problems have been addressed by theory
and are discussed below.

4.10.1. Competitive Heteroatom Oxidation vs C-H
Hydroxylation

For substrates such as N,N-dimethylaniline (DMA), tri-
methylamine (TMA), and dimethylsulfide (DMS), there is a
possibility for competitive C-H hydroxylation of the
R-methyl group and oxo-transfer to the heteroatom. Interest-
ingly, amines such as DMA and TMA prefer C-H hydroxy-
lation (eventually leading to N-demethylation; see section
4.6), while sulfur containing compounds such as DMS prefer
sulfoxidation.18,287,386 The former issue has been addressed
by DFT(B3LYP)-only calculations by Li et al.369 and Cho
et al.,292 who showed that C-H hydroxylation is preferred
over oxo-transfer to nitrogen, by as much as 3 kcal mol-1

for TMA and 6 kcal mol-1 for DMA. Rydberg et al.171

Scheme 18. Conversion of L-Trp to Staurosporine (STA) via
CPAa

a The oxidation of CPA by P450 StaP in the frame involves C-C
formation and loss of two H atoms. Acronyms on the arrows refer to the
enzymes that catalyze the specific steps. Reprinted with permission from
ref 80. Copyright 2009 American Chemical Society.
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studied both types of competition for TMA and DMS as
substrates, using DFT(B3LYP)-only calculations, and they
reported a preference of 4.4 kcal mol-1 for C-H hydroxy-
lation in TMA and of 4 kcal mol-1 for oxo transfer to sulfur
in DMS. The slightly different values of the two groups
reflect differences in basis sets and in the incorporation or
neglect of bulk polarity corrections. Notwithstanding these
minor differences, these results show that DFT(B3LYP)-only
calculations are capable of addressing the regiochemical
problem in heteroatom containing compounds.

4.10.2. DFT-Only Studies of the Competition between
Epoxidation and Allylic Hydroxylation in Propene and
Cyclohexene by Cpd I

The competition of CsH hydroxylation and CdC epoxi-
dation in olefins that possess allylic hydrogens, such as
cyclohexene and propene in Scheme 20, is a fundamental
problem in P450 selectivity. Experimentally, with liver
microsomal P450, propene gives products that are exclusively
related to CdC activation,8,387 while cyclohexene yields a
roughly 1:1 ratio of the two products with a variety of
P450s.194,308 Other olefins give different values, generally

with preference to CdC activation, but not always.257,388

Interestingly, using synthetic Cpd I reagents, one can get
with cyclohexene a variable CsH/CdC activation ratio that
ranges from the typical 1:1 ratio of the enzymatic reaction
up to 100% CsH activation, depending on conditions such
as solvent polarity and small amounts of water in the
solvent.389,390 Thus, the model studies show that a single
oxidant (Cpd I) may yield different CsH/CdC regioselec-
tivity ratios under different conditions of polarity, water
content, axial ligand, and so on.

Early DFT(B3LYP) studies with propene as a model
substrate by de Visser et al.149,150 addressed the CsH/CdC
competition. In the gas phase, Cpd I was found to be
nonselective, yielding CsH/CdC ratios close to 1. However,
inclusion of the effects of bulk polarity and hydrogen bonding
to the sulfur ligand led to a clear preference for CsH
activation, by as much as 7 kcal mol-1, thus predicting
exclusive allylic hydroxylation. For cyclohexene, DFT(B3LYP)
calculations show a preference for CsH hydroxylation
already in the gas phase, which is augmented by polarity.57

Another recent study of propene oxidation indicates275 that
an electric field alone can achieve selectivity in this reaction
and that, by simply reversing the field direction along the
SsFesO-olefin axis, one could control the selectivity at will
to give CdC or CsH activation. This is an exciting result,
and studies of synthetic models seem to suggest that it is
also a viable one.389,390

4.10.3. DFT/MM Studies of the Competition between
Epoxidation and Allylic Hydroxylation in Propene and
Cyclohexene by Cpd I

The results of the model studies,149,150 which show a
preference for C-H hydroxylation for both propene and
cyclohexene, are in discord with the experimental results in
the enzyme. Clearly, the enzymatic regioselection issue must
be studied by means of QM/MM calculations within the
native protein. However, before discussing the results of such
calculations, it is important to clarify the conditions whereby
experimental selectivity can be studied in P450 enzymes.
Experimentally, the rate controlling step in these enzymes
is not at all substrate oxidation but rather the second electron
transfer step180 in the catalytic cycle (see Figure 1), at least
for quite a few of the isozymes, albeit not for all.391 Thus, a
regioselectivity that reflects the relative barriers for CdC
and CsH activations, under experimental conditions, requires
a rapid equilibrium between the two reactant complexes of

Figure 56. X-ray structure showing the binding of chromopyrrolic acid (CPA) by P450 StaP via an array of H-bonds, which are indicated
by dotted lines. (a) and (b) represent two different perspectives; (b) shows His250 being H-bonded to CPA via a water molecule.195 Reprinted
with permission from ref 80. Copyright 2009 American Chemical Society.

Figure 57. Schematic representation of the proton-coupled electron
transfer (PCET) event involving a proton relay from the indole
group of CPA to the iron-oxo moiety of Cpd I, via the Wat644-
His250-Wat789 triad, with concomitant electron transfer from CPA
to Cpd I. Reprinted with permission from ref 58. Copyright 2008
American Chemical Society.
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Cpd I with the CdC and CsH moieties. In such a case, the
CsH/CdC ratio is determined by the relative energies of
the corresponding bond activation TSs. Otherwise, the
measured regioselection ratio will not reflect the actual
oxidation process. Therefore, any QM/MM calculation of
regioselectivity must ascertain this condition of free tumbling
of the substrate. Under these conditions, the relative barriers
will be determined solely by the difference in TS energies,
while the relative energies of the reactant complexes do not
matter.

The CsH/CdC regioselection problem was tackled by
Cohen et al.57,277 using DFT(B3LYP)/MM calculations for
both propene and cyclohexene in CYP101. Initial MD
simulations showed that, unlike camphor, which is bound
by Tyr96 and Val295, both cyclohexene and propene tumble
freely within the pocket and have no favored conformation
of binding by the residues of the enzyme. This means that,
in principle, there should be a rapid equilibrium between
the reactant complexes of Cpd I and the two regiochemical
sites, i.e. Cpd I/CsH and Cpd I/CdC. Under these condi-
tions, the reactant complexes do not influence the regiose-
lectivity, and the releVant comparison is between the QM/
MM energies of the respectiVe transition states.

The results of the DFT(B3LYP)/MM calculations57 for two
different basis sets were very similar for the two olefins. In
both cases, the protein environment was shown to prefer the
CsH activation by as much as 7-8 kcal mol-1 for
cyclohexene and 3-5 kcal mol-1 for propene. These results
are clearly still in discord with experimental reports on the
two reactions in P450 enzymes. To tackle this disparity, the
original paper57 suggested a model based on the kinetics of
the full catalytic cycle. The model seemed successful in
predicting the CsH/CdC ratio for the two olefins and others.
However, in retrospect, it was recognized that the suggested
model described two disconnected cycles, with no free
tumbling between the reactant complexes, and as such was
inappropriate for addressing this problem, since the MD
simulations clearly showed free tumbling. Evidently,
DFT(B3LYP)/MM calculations are still incapable of treating
this delicate problem. At the time of writing of this review,
this problem remains unresolved. Another pending issue is
the fact that the results from synthetic model studies of CdC/
CsH competition389,390 are different from those in the
enzyme, at least with respect to the regioselectivity of
cyclohexene oxidation.

Scheme 19. DFT(B3LYP)/MM-Elucidated Mechanism of CPA Oxidation by P450 StaP Involving 10 Steps, Labeled as s1-s10
(Reprinted with Permission from Ref 80. Copyright 2009 American Chemical Society)
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4.10.4. DFT-Only Studies of the Metabolic Switching from
Benzylic C-H Hydroxylation to Phenyl Hydroxylation in
Toluene by Cpd I

Metabolic switching is the name given to the changes in
regioselectivity induced by replacement of hydrogen by
deuterium.317,357,391-394 This is exemplified in the case of
toluene in Scheme 21. Thus, while the pristine toluene gives
mostly benzyl alcohol, deuteration of the methyl group results
in “metabolic switching” to phenyl hydroxylation pro-
ducts.317,392,394 This of course depends on the magnitude of
the KIE during benzylic H-atom abstraction, as well as on
bulk polarity and environmental effects (H-bonds to sulfur,
etc.) that might differentiate the radicalar mechanism for
H-abstraction from the polar π-attack mechanism of the
phenyl activation (see section 4.5). Indeed, DFT(B3LYP)-
only calculations395 show that, in the pristine toluene, the
H-abstraction from the benzylic position has a free energy
barrier which is 5.6 kcal mol-1 lower than that of phenyl
activation, whereas, for deuterated toluene and with the
inclusion of bulk polarity and NH · · ·S H-bonding effects,
the C-H hydroxylation preference went down by a signifi-
cant amount to only 0.4 kcal mol-1. Thus, while these results
do not accurately reproduce the experimental data, due to
the limited accuracy of DFT, they still give the correct trend,
namely, that the combination of deuteration and bulk polarity
effects tends to favor phenyl over C-H hydroxylation, as
also observed in model systems.389

A recent DFT(B3LYP)-only study by Lin et al.173 shows
that gas-phase calculations can predict the regioselectivity
trend in testosterone hydroxylation by CYP3A4. The regi-
oselectivity follows the bond dissociation energies of the
various C-H bonds undergoing hydroxylation, much as
demonstrated previously by de Visser et al.153

4.11. Miscellaneous Reactions: Carbocation
Intermediates

The incursion of carbocations during P450 bond activation
has been reviewed before.32,152 It involves an electron shift
from the radical center, initially formed by bond activation,
to the iron-hydroxo or iron-alkoxy complex. This was shown
to be the main mechanism of the dehydrogenase-oxidase
activity often observed in P450 enzymes.380,396,397 The same
mechanism was found recently by DFT(B3LYP)-only cal-
culations to be responsible for the last of the aromatization
steps in the catalytic conversion of androgens to estrogen
products by CYP19 aromatase.381

5. Predictive Models for P450 Reactivity Patterns
Predictive models for P450 reactivity are sought for two

main reasons. One reason is pragmatic, since finding cor-
relative relationships for P450 reactivity should be extremely
useful for fast predictions of drug metabolism.170,172,398

Another reason is fundamental, trying to achieve understand-
ing and predictive ability from first principles. In reviewing
this activity, we shall focus mainly on models that relate
reactivity to a few fundamental properties of the molecules
and are based on an underlying physical model behind the
correlation. We do not consider schemes such as QSAR
(quantitative structure-activity relation) that use a multitude
of molecular descriptors, and we refer readers interested in
such schemes to recent reviews in the field of drug
metabolism.399,400

5.1. Predictive Pattern of C-H Hydroxylation
Barriers Based on Bond Dissociation Energies

As reviewed previously,32 there have been a number of
studies that attempt to correlate hydrogen abstraction barriers

Figure 58. DFT(B3LYP/LACVP) optimized product of the PCET
event (s1 in Scheme 19) with arrows indicating the movements of
Wat644 and Wat789 in the water relocation step (s2 in Scheme 19).
Reprinted with permission from ref 80. Copyright 2009 American
Chemical Society.

Scheme 20. Regiochemical Pathways of Cyclohexene and
Propene Epoxidation, as Representatives of the Competition
of CdC Epoxidation vis-à-vis Allylic C-H Hydroxylation
(Reprinted with Permission from Ref 57. Copyright 2006
American Chemical Society)

Scheme 21. Regiochemical Pathways of Toluene Oxidation
by Cpd I, Showing the Metabolic Switching upon Methyl
Deuteration (Reproduced with Permission from Ref 395.
Copyright 2007 Wiley-VCH Verlage GmbH & Co KGaA)
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withthecorrespondingbonddissociationenergies(BDECH),401-403

which were reasonably successful for P450 hydroxylation.404,405

Notably, de Visser et al.153 used DFT(B3LYP) calculations
with two different basis sets (B1 and LACV3P+/6-
311++G**) and studied the barriers for C-H hydroxylation
by Cpd I for 10 different substrates, ranging from methane
through camphor to toluene and phenyl ethane. The use of
ZPE corrected BDECH values led to very good correlation
with ZPE corrected barriers:153

More recently,174 the same authors took a different set of
reactions and used a different basis set and different software
to run the DFT(B3LYP)-only calculations (GAUSSIAN
instead of JAGUAR, which have small differences). Interest-
ingly, while the quality of the correlation was less good than
the one found in the past, the equation for the correlation
remained essentially the same:

The utility of this correlation can be illustrated for the case
of camphor hydroxylation by P450cam. The computed low-
spin ∆E(ZPE)q barrier (LACV3P+), relative to the gas-phase
reactant complex, is 15.1 kcal mol-1, and the corresponding
∆Hq value is within 0.4-0.6 kcal mol-1.277 A similar
∆E(ZPE)q barrier is obtained from DFT(B3LYP)/MM cal-
culations59 that do not include the barrier lowering effect of
Wat903.61 The computed BDECH value (6-311++G**) for
camphor is 93.7 kcal mol-1, close to the experimental
estimate of 98 ( 4 kcal mol-1.281 Using the computed BDECH

value of 93.7 kcal mol-1 in eq 4 yields an estimate of 15.2
kcal mol-1 for the barrier, almost identical to the actually
computed value of 15.1 kcal mol-1 (see above). Furthermore,
a single turnover kinetics datum for camphor hydroxylation406

by P450cam yields an upper limit of the free energy barrier
as ∆Gq < 15 kcal mol-1 (k > 200 s-1). The estimated
DFT(B3LYP)/MM barrier in Figure 37, with the Wat903

effect and ZPE correction included, is 13.8 kcal mol-1 and
is not too far from these correlation-based estimates. This
match supports the utility of the correlations given in eqs 3
and 4.

Recently, Olsen et al.170 calculated the C-H abstraction
barriers for a larger set of 24 molecules with sp3 and sp2

hybridizations, as well as primary, secondary and tertiary
carbons. They found good correlations of the HS barriers
with BDECH values. They further showed that one could use
computationally cheaper methods and obtain reasonable
correlations. Based on these correlations, the authors were
able to derive qualitative bracketing rules for the various
C-H abstraction barriers (excluding methane), depending
on the chemical environment of the carbon atom: (i) Primary
sp3 hybridized carbons, ∼17-18 kcal mol-1, (ii) secondary
and tertiary sp3 hybridized carbons, 14-15 kcal mol-1, (iii)
carbons adjacent to aromatic and CdC moieties (e.g., allylic),
12-13 kcal mol-1, (iv) carbons with a heteroatom O or S in
an R-position, 11-12 kcal mol-1, and (v) carbons with an
N heteroatom in the R-position, 7 kcal mol-1. These
qualitative rules were used subsequently to predict the
regiochemistry in the metabolism of progesterone and
dextromethorphan by CYP3A4, once again attesting to the

utility of these correlations. The authors noted that even the
high barriers in these series correspond to a rate constant of
0.1 s-1 and thereby illustrate the high reactivity of Cpd I.
Furthermore, for metabolic purposes, these high rates reduce
the predictive task to locating the C-H sites that are most
reactive and sterically most accessible to the reactive species.
The second factor, in the authors’ opinion, depends on the
P450 isozyme and can be studied by means of docking and
MD simulations. Similar ideas were shown to apply for 17
cases of arene hydroxylation by Cpd I.172

5.2. Valence Bond Modeling of Reactivity
Patterns in C-H Hydroxylation

Among the most successful chapters in theoretical chem-
istry have been those that involved constructions of quantum
chemical models for conceptualizing the reactivity and
mechanism of complex organic reactions. Such theories, like
the Woodward-Hoffmann rules407-411 and Fukui’s frontier
orbital theory,412 have formed an extremely useful interface
between experiment and numerical calculations. As such,
these models enable chemists to design better experiments
and to benefit from the interplay between theoretical calcula-
tions and experiments. The field of P450 certainly involves
a great deal of complexity on the experimental side, but it is
equally complex on the computational side. Here too we need
simpler models that can bridge the two disciplines and
provide a conceptual framework for understanding the P450
reactivity patterns from a few first principles. Some progress
along these lines has been made in recent years, and these
attempts are described in this subsection.26,83,174

During the studies of correlation of reactivity with
BDECH,170,174 it was noted that using in situ bond strengths,
which do not allow for structural relaxation of the radical
after bond dissociation, generally gave a better correlation
than the experimental BDECH values. Moreover, in C-H
activation by nonheme iron-oxo reagents, where the cor-
relation with the BDECH values was successful,260 one could
find an equally good correlation with the ionization potential
of the alkane (IPAlkH).413 This means that the BDECH and
IPAlkH values are internally correlated, and the correlation
with BDECH is not necessarily fundamental, albeit very
useful. Indeed, a correlation by itself cannot imply a causal
relationship, and this recognition formed an incentive to seek
a more fundamental principle than the Bell-Evans-Polanyi
(BEP) one that is responsible for these correlations. Such a
model should deal not only with C-H activation but also
with the rebound step and its spin-state selectivity, and it
should be sufficiently general to deal with other reactions
such as CdC epoxidation, heteroatom oxidation, and so on.
This principle was derived using the valence bond (VB)
diagram model of reactivity, which explains the origins of
barriers and of the incursion of reaction intermediates.402,414,415

5.2.1. Valence Bond Diagrams for C-H Hydroxylation

As already noted, there are two electromeric intermediates
that may be involved during the reactions: these are the
Por•+FeIIIOH and PorFeIVOH species. In addition, there are
two spin states, doublet and quartet, which lead to distinct
reaction profiles. In order to economize the discussion, we
shall start by modeling the mechanisms for the two electro-
meric states, without specifying spin states, and then com-
ment on the spin-state effect mainly by reference to the
rebound step.26,83

∆E(ZPE)q ) 0.5887BDECH - 39.418 (kcal mol-1)
(3)

∆E(ZPE)q ) 0.5849BDECH - 39.625 (kcal mol-1)
(4)
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Figure 59 shows the VB diagrams for the hydroxylation
reactions involving the two electromeric intermediates; the
alkane is symbolized as R-H, and the porphyrin ring by
the bold lines flanking the iron. The two diagrams involve
two major curves that correspond to reactant and product
states shown in blue and green, respectively. A third curve
(in black) that cuts through the high energy ridge of the two
major curves provides a low energy pathway for the
transformation.402,416 Looking at the wave functions of
reactants and products, labeled as Ψr and Ψp at the lower
two ends of each diagram, it is seen that the overall process
of conversion of the alkane, R-H, to an alcohol involves
also a two-electron reduction of iron-oxo porphyrin, which
changes from Por•+FeIVdO to PorFeIII(alcohol). This how-
ever is mediated by the intermediate curve that describes an
H-abstraction process, whereby the electron of the abstracted
H• reduces either the oxidation state on iron to FeIII (Figure
59a) or the oxidation state of the porphyrin from a cation-
radical to a closed-shell species (Figure 59b). This step is
followed by radical rebound, where an electron shift from
the alkyl radical (R•) to the iron-porphyrin moiety generates
the alcohol and the ferric porphyrin, which is twice reduced
vis-à-vis the reactant state. This three-curVe VB diagram is
a typical case, where an intermediate state internally
facilitates the otherwise more difficult transformation of Ψr

directly to Ψp.402,416

To facilitate understanding of the state correlation in the
VB diagram, we have to translate the VB representation of
the various anchor states to the molecular orbital picture and
the language of oxidation state formalism, used throughout
this review. The two major curves describe the transformation
of reactants to products and are anchored in two ground
states, Ψr and Ψp, for the reactants and products, and the
two corresponding excited states, Ψr* and Ψp*. Each state-
curve represents a single bonding scheme: Thus Ψr describes
the bonding pattern in the reactants, and so does Ψp*, only

that the latter state represents the reactant-type bonding in
the geometry of the products. Similarly, Ψr* involves the
product-type bonding but in the geometry of the reactants.
As a result of these bonding features, as we move along the
reaction coordinate, by stretching the C-H bond and
shrinking the O · · ·H and R · · ·O distances and thereby
changing the geometry from reactants to products, the Ψr

state connects to Ψp* and, at the same time, Ψr* connects
to Ψp. Let us now inspect these four states in terms of
electronic structure cartoons in detail.

Starting with the reactants state, Ψr (Figure 59), we depict
in Scheme 22 the VB-MO representations of Ψr for 4Cpd I
and R-H. In the VB formulation (Scheme 22a), Cpd I has
six π-electrons, distributed in two perpendicular planes,
across the Fe-O moiety, and coupled to produce a triplet
spin state.417 This state is described by a resonance mixture
of the two forms (K1 and K2) that lead to formation of two
three-electron bonds in the two perpendicular planes; the line
connecting the Fe and O atoms in Figure 59 and in Scheme
22 represents the σFe-O bond. The porphyrin is open-shell,
as indicated by a cation-radical sign. In the MO formulation
(Scheme 22b) these six π-electrons on the FeO moiety
occupy two bonding πFeO orbitals and two singly occupied
antibonding π*FeO orbitals. The third unpaired electron of
Cpd I resides on the porphyrin in an a2u type orbital, and its
spin is either ferromagnetically or antiferromagnetically
coupled to the triplet FeO pair, thereby yielding two spin
states: overall quartet or doublet. Note that the doubly
occupied δ orbital on iron and two virtual antibonding
orbitals (σ*xy and σ*z2) are not shown explicitly in Scheme
22. The alkane R-H is represented in VB diagrams by the
corresponding Lewis structure and in MO representations
by the bond orbital σCH of the R-H bond undergoing
activation.

The excited state Ψr* in Figure 59 is a charge transfer
state in which one electron is transferred from the R-H

Figure 59. Valence bond (VB) diagrams describing the mechanistic scenarios for C-H hydroxylation by Cpd I, for the two electromeric
pathways, without specifying a spin state. In each case, an intermediate curve cuts through the high barrier of the reactants’ and products’
curves. In part a, the intermediate curve corresponds to the Por•+Fe(III)OH electromer, and in part b, it corresponds to the PorFe(IV)OH
electromer. The VB mixing and avoided crossing creates the reaction profile, which is shown in both cases by the bold curve. The question
mark alongside TSreb signifies that the existence of this species depends on the spin-state variety. The various species are illustrated in more
detail in Scheme 22. Reprinted with permission from ref 174. Copyright 2008 American Chemical Society.
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alkane to fill the “hole” in the a2u orbital of the porphyrin
radical cation of Cpd I, while at the same time the H• moiety
is spin-paired to the odd electron on the oxo group. This
spin pairing418 is shown in Figure 59a by the curved line
connecting the single electrons on H• and on the oxo group
of Cpd I; the RH moiety in this state is a cation radical.
With these bonding changes, the oxidation state of iron in
Ψr* is reduced from FeIV to FeIII. The assignment of
oxidation state for Ψr* is based on the electron counting
formalism explained in section 3.2. Thus, in Ψr*, the oxo is
spin-paired to H•, and as an “OH” group its oxidation state
becomes HO1- so that iron changes to oxidation state FeIII.
As such, by linking the H• atom to the iron-oxo, the oxo
group accepts formally one electron from the H-atom, and
hence, it “releases” back one of the two electrons it took
from Fe in Cpd I. This in addition to the actual charge
transfer from R-H in Ψr* makes this state “twice reduced”
relative to the reactant state, Ψr. As such, along the reaction
coordinate, which involves R · · ·H bond elongation, and
O · · ·H and O · · ·R shortening, the Ψr* state gets stabilized
by forming O-H and O-R bonds and becomes the ground
state of the ferric-alcohol product, Ψp, which involves three
electrons in iron dπ orbitals (drawn as heavy dots on iron).
Thus, Ψr* is the electronic image state of Ψp and, hence,
the two states correlate along the reaction coordinate. The
same applies in fact to the relationship between the states
Ψr and Ψp*, with the latter being the electronic image of
the former, with spin pairing between R and H, but with the
geometry of the product. As such, the two states correlate
with one another along the reaction coordinate.

Let us turn now to the intermediate curves, which are
labeled as ΨI*(III) in Figure 59a and ΨI*(IV) in Figure 59b.
In the VB representation, the C-H bond in R-H is unpaired
into a triplet spin,402,416,419 and the H• atom is spin-paired to
the odd electron on the oxo group. As already discussed
above, this spin pairing changes the oxidation state of the
OH moiety to -1 and “releases” one electron to the heme.
In the case of ΨI*(III), this electron is given to iron that is
reduced to FeIII, while, in ΨI*(IV), the electron shifts from
the iron into the porphyrin hole, while the iron keeps two
unpaired electrons in the dπ orbitals, thereby remaining in

oxidation state FeIV. In each case, the entire intermediate
curve corresponds to a single VB structure with energy
changes reflecting the geometric changes along the reaction
coordinate. Thus, at the intermediate stage, it corresponds
to an H-abstraction intermediate (for example, I in Figure
35), composed of an iron-hydroxo/R• species, where the iron-
porphyrin is in two electromeric states (Por•+FeIIIOH or
PorFeIVOH). Similarly, at the product geometry, this state
involves a charge transfer from porphyrin to the R-O linkage
in Figure 59a or from the iron d-electrons to the same linkage
in Figure 59b.

The final energy profile for the mechanism in Figure 59
involves VB mixing of the three curves. The mixing that is
shown by the bold-brown lines leads to an avoided crossing
and generates the corresponding transition states; initially
for the H-abstraction step, TSH, and subsequently for the
radical rebound via TSreb. The latter transition state exists
only on the quartet energy profile (see above in section 4.3,
and discussion below), as has already been rationalized using
VB diagrams.26,83 To denote the spin-state condition on the
existence of this particular barrier, a question mark is attached
to the symbol TSreb in Figure 59.

The TSH species is expected to have a polar character,
with some charge transfer, QCT, from the alkane moiety to
the iron-oxo species, due to the secondary VB mixing of
the Ψr* curve into TSH. Indeed, the many transition states
calculated so far possess QCT values between 0.32 and
0.49.174 All other qualitative features, which are predicted
by the diagram, are apparent in the computational results of
P450 hydroxylation, summarized in papers and reviews.26,30,32,83

Furthermore, it is seen from Figure 59 that the intermediate
curVe catalyzes the two-electron oxidation process by cutting
through the high barrier, which would have been encoun-
tered otherwise due to the crossing of the main curves that
emanate from reactants and products, Ψr and Ψp. Therefore,
in addition to revealing the source of the polar effect in TSH,
the VB diagram accounts nicely and simply for the findings,
both experimentally420 and computationally,32 of a stepwise
rather than a concerted process. Additionally, the model
predicts that there should exist a correlation between the
degrees of C-H bond breaking and O-H bond formation
in TSH, on the one hand, and the corresponding reaction
barriers on the other hand. Such correlations have been
observed before (see section 5.1),170,174 and they reflect the
mechanism of an avoided crossing that leads to the transition
states: Thus, the crossing of the reactant (Ψr) and intermedi-
ate (ΨI*(III) or (ΨI*(IV)) curves, to establish TSH, is caused
by C-H stretching and O-H approach, and hence the barrier
correlates with the progress of these geometric features
compared with the reactants state.

Let us next discuss the spin-state effect on the rebound
process.26,83 The VB diagrams for the rebound step on the
two spin states of the PorFeIVOH/R• electromer are shown
in Figure 60. They start from the center of Figure 59b, where
the intermediate curve ΨI(IV) has to cross the Ψr* curve
that descends toward the product state Ψp. To clarify the
argument, we show small orbital occupation diagrams in
Figure 60 describing the three upper orbitals of the d-block.
Figure 60 shows the situation for the quartet spin state on
the left and for the doublet spin curve on the right. At the
intermediate geometry, the Ψr* state includes an electron
transfer from the radical moiety R• to the iron-hydroxo
complex. To maintain the quartet spin state, the electron is
transferred into the high lying σ*z2 orbital, while, for the

Scheme 22. (a) Valence Bond (VB) Scheme Describing the
FeO Bonding in Cpd I in Terms of the Two Resonance
Structures, K1 and K2, That Account for π-Bonding. (b)
Corresponding MO Representation Showing That the Six
π-Electrons Occupy the π and π* Manifold of Perpendicular
Orbitals, While the Cation-Radical State Is Described by the
a2u Orbitala

a In part a, the heavy dots represent the π-electrons in two perpendicular
planes, while the line connecting Fe-O represents the Lewis σFeO bond.
The (•+) sign near the porphyrin represents the cation-radical state of this
moiety. The alkane is represented by the R-H bond. In part b, the alkane
is represented by the corresponding σCH orbital. Reprinted with permission
from ref 174. Copyright 2008 American Chemical Society.
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doublet state, it goes into a lower lying π* orbital. The height
of the crossing point depends on the initial gap between the
two curves: the larger this energy gap, the higher the crossing
point. Consequently, in the quartet spin state, where the gap
is large26,83 the VB mixing will generate a barrier for rebound.
On the other hand, in the doublet spin state, the gap is much
smaller (by 26 kcal mol-1) so that the avoided crossing yields
a barrier-free radical rebound. This trend has been observed
so far in all computational studies of this reaction.26,32,83

The reason why the quartet rebound barrier is significantly
higher for the 4ΨI(III) electromer compared with the 4ΨI(IV)
electromer has been analyzed before in VB terms.26,83 The
chief reason is the amount of mixing between the VB-state
curves (the avoided crossing energy) at the crossing point
of Figure 59. Thus, in the case shown in Figure 60, the
4ΨI(IV) and 4Ψr* states differ by a single electron transfer
from the radical to the σ*z2 orbital, whereas, in the case of
the 4I(III) rebound, the 4ΨI(III) and 4Ψr* states differ by
two electron transfers, one from the radical to σ*z2 and the
other from the filled π*FeO orbital to the singly occupied a2u

orbital. Therefore, the avoided crossing energy for the 4I(IV)
rebound is large, since the two states mix strongly, while
for the 4I(III) rebound the two states mix weakly and the
avoided crossing energy is small;418 the result is a small
barrier for the 4I(IV) rebound and a significantly larger one
for the 4I(III) rebound. It is apparent from the various C-H
hydroxylation (and CdC epoxidation) cases in this review
that these trends are manifest in all the computations,
showing that the 4I(III) intermediate is the longest-lived
species during the reaction.

All in all, the VB diagram model provides a good rationale
for the computational and experimental findings on various
aspects of P450 hydroxylation.

5.2.2. Quantitative Aspects of Valence Bond Modeling for
C-H Hydroxylation

Let us now turn to a more quantitative aspect of the
modeling. Figure 61 shows the VB diagram for the first step
in the reaction mechanism, i.e., C-H bond activation. The
two curves (Ψr and ΨI*) are initially separated by an energy
gap GH (the so-called promotion gap402,416) and cross one

Figure 60. VB diagrams showing the energy profiles of the rebound process for the PorFe(IV)FeOH/R• intermediates in the quartet (a) and
doublet (b) spin states. It is seen that the promotion gap, G, for the quartet rebound is larger than that for the doublet by the promotion
energy of an electron from the π* orbital to the σ*z2 orbital, labeled in part a as ∆EFeOH(π*fσ*). As a result of the larger gap, the quartet
state will generally exhibit a barrier for rebound, while the doublet state will rebound in a barrier-free manner. These scenarios are shown
by the bold energy profile that reflects the VB mixing of the two curves. Reprinted with permission from ref 174. Copyright 2008 American
Chemical Society.

Figure 61. A VB state-correlation diagram (VBSCD) showing the
formation of the barrier for the H-abstraction step of alkane
hydroxylation by P450, without specifying the spin state. GH is
the promotion energy gap, B is the resonance energy of the transition
state due to VB mixing, and ∆EH

q is the resulting barrier. Reprinted
with permission from ref 174. Copyright 2008 American Chemical
Society.
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another along the reaction coordinate to generate a transition
state (TSH) through VB mixing and avoidance of the
crossing.

The barrier for the reaction, ∆EH
q, can be expressed as

the height of the crossing point, ∆Ec, minus the avoided
crossing or resonance energy (B) of TSH due to the VB
mixing:

The height of the crossing point in turn can be expressed as
a fraction (f) of the promotion gap (GH):

Combining these two equations, an expression for the barrier
heights is derived:

This effective equation includes the BEP effect of the
reaction energy difference (between Ψr and ΨI* in Figure
61) directly into the f factor, and although there exist explicit
expressions which depend on all the variables in the
diagram,402,416,419 eq 7 is the most convenient one to use.

Based on previous modeling of the barrier for H-
abstraction processes, it has been established419 that f is
approximately 0.3, while B is given by eq 8:

Here BDEW stands for the bond dissociation energy of the
weakest bond among the two that are formed and broken
during the reaction: either the C-H or FeO-H bond. Thus,
B can be estimated from the raw data of BDEs.

Finally, the promotion gap GH, which is related to the
triplet unpairing of the C-H bond,174,415 was shown to be
well approximated by eq 9, as twice the in situ bond strength,
DCH, of the activated C-H bond:

The in situ bond strength is given as the sum of the BDE
and the reorganization energy of the alkyl radical, REAlk•,
from its equilibrium geometry to its geometry in the alkane.
The only missing quantity is REAlk•, which can be calculated
easily for a given radical. Thus, in principle, once we define
the various alkane substrates, all the quantities necessary for
calculating the barriers for C-H activation from raw
fundamental data are available for the VB scheme outlined
above.

This model was applied to a series of alkanes, depicted in
Scheme 23, which are the same substrates used in eq 4 to
find a correlation between barriers and BDECH properties.
The computed BDECH and REAlk• values are collected in
Table 3, while the corresponding barriers are given in Table
4.174 It is seen that the BDECH values and the associate
barriers range over 20 and 17 kcal mol-1, respectively, and
hence these substrates form a good test set to attempt a
quantitative evaluation of the barrier from raw data.

To this end, one could use eqs 6-9 to calculate the barriers
or to correlate the barriers, e.g., with DCH. At the outset, it
should be clear from the above discussion that neither f nor
B can be constant for all the alkanes. Nevertheless, it would
be interesting to ascertain whether the proposed values of f

∼ 0.3 and B (eq 8) will emerge from barriers by applying
eq 7 in conjunction with eq 9. There are two ways to do so:
Either one can use the equations and find the f values that
reproduce the calculated barriers, or one can apply the
equations with f ) 0.3 for all the reactions and find the
corresponding B values that are required to reproduce the
barriers. This was done and is discussed here only for the
barriers at the highest level (DFT(B3LYP/B2)).

In the first method of modeling, the B values based on eq
8 are all e44.45 kcal mol-1, with the smallest value being
41.4 kcal mol-1. Using these values and GH according to eq
9, one obtains an average value of fav ) 0.285 ( 0.015. Thus,
while f is not constant, its values cluster around the theoretical
value of 0.3. The largest deviations are found for substrates
1 and 7. Using fav ) 0.285 to calculate barriers, the resulting
values are within 2.4 kcal mol-1 of the B3LYP/B2 computed
ones.

In the second method of modeling, the computed B values
cluster around an average Bav ) 46.39 kcal mol-1 with a
scatter of (2.24 kcal mol-1. The largest deviations are for
the substrates 1 and 7, for which the so found B values are
3.97 kcal mol-1 smaller and 4.76 kcal mol-1 larger than the
average quantity. Thus, once again, while the B values are
not constant, they still cluster around an average value with
a moderate scatter, as suggested by eq 8.

It is clear therefore that the two ways of modeling the
barriers lead to f and B values that are not too far from each
other. Therefore, we calculated all the barriers obtained with
eq 7 using f ) 0.3 and Bav ) 46.39 kcal mol-1. A plot of the
resulting barriers against the computed ones gives a correla-
tion coefficient r ≈ 0.9. Table 5 displays the DFT and VB-
derived barriers. The correlation coefficient between the two
sets is modest, but considering the fact that only raw data
were used, the correlation is good. We may therefore
conclude that the VB models can predict barrier heights of
P450-catalyzed reactions in the gas phase quite well.

The VB-derived barriers are close to the DFT-computed
ones, with an average deviation of 1.53 kcal mol-1. The
greatest deviations (Table 5) are found for methane (1),
where the VB equation underestimates the barrier by 4.0 kcal
mol-1, and N,N-dimethylaniline (7), for which the barrier is
overestimated by 4.7 kcal mol-1. Without these outliers, the
VB equation predicts the computed barriers to within 0.90
kcal mol-1 (rms). The two outliers have clear physical
origins, which are explained below.

∆EH
q ) ∆Ec - B (5)

∆Ec ) fGH (6)

∆EH
q ) fGH - B (7)

B ≈ 1/2(BDEW) (8)

GH ) 2DCH ) 2(BDECH + REAlk·) (9)

Scheme 23. Alkane Substrates, 1-10, Used for the
Application of the VB Model To Predict H-Abstraction
Barriers
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5.2.2.1. Deviations for Methane. As shown by the spin
density distribution,174 the 2,4TSH transition states for methane
hydroxylation are the only ones in the computed series with

a clear 2,4TSH(III) character, having a porphyrin cation radical
moiety; all other substrates exhibit 2,4TSH(IV) species.
Referring back to Figure 59, we can see that while GH is
virtually the same in both cases, the two states ΨI*(IV) and
ΨI*(III), which cross Ψr and generate the corresponding
intermediate, are different. In Figure 59b, the state, ΨI*(IV),
that crosses Ψr down to the PorFeIVOH/R• intermediate, has
an odd electron that is localized on the oxo group. By
contrast, ΨI*(III) in Figure 59a has two resonance structures
that delocalize the odd electron on the oxo group between
two planes. Therefore, the bond coupling interaction of the
spin paired moieties, H•-•O, in ΨI*(IV) is strong, while in
ΨI*(III) the same interaction is weak. The result is that
ΨI*(IV) establishes a low energy crossing point (smaller f
in eq 6), while ΨI*(III) establishes a higher crossing point
(larger f in eq 6). Consequently, the barrier for the FeIII

electromer will be generally higher than the one for the FeIV

electromer in the gas phase. Furthermore, this higher barrier
is expected to be attended by TSH(III) species that lie later

Table 3. Calculated BDECH, BDEOH, and REAlk• Data for the Alkanes 1-10 in Scheme 23 and for the PorFeO-H Speciesa

BDECH REAlk•
b

B1 B2 ∆E

∆E ∆E + ZPE ∆E ∆E + ZPE B1 B2

methane (1) 112.45 102.77 111.29 101.62 7.42 6.79
ethane (2) 107.51 97.70 106.67 96.87 7.45 7.00
isopropane (3i) 103.39 93.55 102.87 93.03 7.56 7.21
n-propane (3n) 107.98 98.37 107.09 97.49 7.23 6.87
propene (4) 91.48 82.89 91.39 82.80 17.69 16.69
trans-methylphenylcyclopropane (5) 103.66 94.32 102.96 93.62 9.00 8.30
trans-isopropylphenylcyclopropane (6) 95.92 86.56 95.95 86.60 9.04 8.60
N,N-dimethylaniline (7) 95.72 86.99 94.81 86.08 8.14 7.94
toluene (8) 94.45 86.08 94.16 85.80 13.15 12.27
phenylethane (9) 91.30 82.44 91.31 82.45 19.32 18.38
camphor (10) 104.08 94.58 103.39 93.89 7.90 7.61
PorFeO-H 88.59c 81.81 95.69 88.91

a All data in kcal mol-1 and calculated with basis set B1 or B2.174 ZPE data with basis set B1. B1 is LACVP(Fe)/6-31G(rest); B2 is LACV3P+(Fe)/
6-311+G*(rest). b These are absolute magnitudes. c BDEFeO-H.

Table 4. DFT(B3LYP)-Only Barriers, ∆Eq and (∆E + ZPE)q, Relative to Separated Reactants, 4,2Cpd I + Alk-H, for TSH
a,b

B1 B2

∆Eq (∆E + ZPE)q ∆Eq (∆E + ZPE)q

HS Data
1 methane 26.77 22.81 26.87 22.91
2 ethane 21.32 17.71 21.02 17.41
3i isopropane 19.05 15.39 19.46 15.80
3n n-propane 21.47 17.84 21.12 17.48
4 propene 14.68 11.70 15.93 12.95
5 trans-methyl phenylcyclopropane 18.28 14.73 18.09 14.53
6 trans-isopropylphenylcyclopropane 16.03 12.46 17.03 13.46
7 N,N-dimethylaniline 7.66 5.04 8.17 5.54
8 toluene 14.81 11.79 15.45 12.43
9 phenylethane 14.57 11.19 15.93 12.55
10 camphor 17.96 14.21 18.27 14.51

LS Data
1 methane 25.87 22.24 25.97 22.34
2 ethane 20.23 16.65 18.88 15.30
3i isopropane 17.68 14.17 17.36 13.85
3n n-propane 20.36 16.70 18.85 15.19
4 propene 15.15 12.13 15.85 12.82
5 trans-methyl phenylcyclopropane 17.31 13.90 16.54 13.13
6 trans-isopropylphenylcyclopropane 15.05 11.64 15.68 12.27
7 N,N-dimethylaniline 6.65 4.53 7.11 4.99
8 toluene 14.78 11.73 15.10 12.05
9 phenylethane 14.21 10.69 15.00 11.47
10 camphor 18.39 14.02 20.25 15.88

a All energies are in kcal mol-1. Basis sets B1 and B2 are defined in Table 3.174 b HS, quartet (high-spin); LS, doublet (low-spin).

Table 5. B3LYP/B2//B1 Barriers (kcal mol-1), ∆Eq(DFT), and
Barriers Modeled by VB Theory, ∆Eq(VB)

alkane ∆Eq(DFT)
a ∆Eq(VB)

b

1 22.63 18.66
2 16.35 15.93
3i 14.82 13.75
3n 16.34 16.23
4 12.89 13.31
5 13.83 14.76
6 12.86 10.73
7 5.27 10.02
8 12.24 12.45
9 12.01 14.10
10 15.20 14.51

a These are averaged HS and LS barriers.174 b The barriers were
calculated using eq 6: ∆Eq(VB) ) 0.3GH - BAV; BAV ) 46.39 kcal
mol-1.
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on the H-transfer coordinate, having greater extents of
elongations of the R-H and Fe-O bonds than the corre-
sponding TSH(IV) species. Coming back to methane, we note
that since the strength of the C-H bond in methane is the
largest in the series, it requires extensive bond stretching to
reach the TS. And indeed, the computed C-H bond lengths
in the 2TSH (4TSH) species of methane are highly stretched,
being 1.489 (1.499) Å, respectively. With such a stretched
C-H bond, the transition states will always be of TSH(III)-
type.174 This in turn means that a larger f value is required
in the VB model to reproduce more accurately the corre-
sponding barrier for methane hydroxylation, and this is the
reason why the use of f ) 0.3 (in Table 5) underestimates
the barrier; an f value of 0.318 would have given a perfect
barrier.

We note that, notwithstanding methane, in the gas phase
we seldom expect to find the TSH(III) species being lower
than the TSH(IV) species. However, in a polarizing medium
such as the protein, the FeIII electromeric states are stabilized
compared with the FeIV states and become the lower energy
species. Indeed, the TS geometries in the protein show larger
extents of C · · ·H stretching and O · · ·O formation than the
corresponding gas-phase species. Camphor is a case in point,
where the QM/MM optimized transition states are of the
4,2TSH(III) variety; their C-H bonds are longer compared
with those of the corresponding gas-phase species.59

5.2.2.2. Deviations for N,N-DimethylanilinesPolar Ef-
fects in P450 Hydroxylation. We recall that the DFT
computed barrier for C-H bond activation of N,N-dimethy-
laniline (DMA, 7) is very small and deviates from the VB
barriers of the other substrates. In fact, looking at Tables 3
and 5, it is seen that the BDECH value of 7 is much like that
in toluene, 8, but the corresponding barrier is 7-8 kcal mol-1

lower! The reason is a strong polar effect in the correspond-
ing TSH species, which was discussed above by reference
to Figure 59 and which in the specific case of DMA is
apparent in Scheme 13.

Indeed, Figure 62 shows side by side the TSH species of
toluene and DMA along with the corresponding QCT values
(calculated with the NBO method), i.e., the charge transferred
from the alkane to Cpd I in the transition state. It is seen
that the QCT value for DMA is close to 0.5 and is significantly
larger than the one for toluene. Such a large QCT value means
a very strong mixing of the radical cation state into the TSH

species (see Ψr* in Figure 59). As already discussed in
Scheme 13, this mixing is enhanced by the conjugation
between the lone pair and the empty orbital on carbon in
the N-CH2

+ moiety.

The extensive lone pair conjugation in the TSH species
can be deduced also by inspecting the amount of radical
development at the nitrogen atom in Figure 63. It can be
seen that the nitrogen develops spin density (F) in the TSH

species to an extent that is even larger than that in the isolated
radical species, the N-methylene-N-methylaniline radical.
This enhanced conjugation increases the resonance energy
of the transition state166 and thereby lowers the barrier. Thus,
the deviation of 7 in Table 5 is caused by the B factor that
gets larger (ca. 51 kcal mol-1 vs 46.39 kcal mol-1) due to
the enhanced conjugation of the nitrogen lone pair in the
transition state. Indeed, as discussed above in the p-X-DMA
series,167 the H-abstraction barriers exhibit a Hammett
correlation that reflects the para substituent effect on the
ability of the nitrogen to conjugate with the stretched C-H
bond in TSH. In fact, in the absence of this conjugation for
X ) NO2,167 the barrier for H-abstraction is close to the one
calculated here for 7, using the standard B value of 46.39
kcal mol-1 for the series.

5.2.3. Comments on the VB Modeling of the Rebound
Step

A quantitative modeling of the rebound has not been
attempted yet. However, the utility of the model was
demonstrated in its ability to predict the observed rear-
rangement patterns, notably in the series of radical clock
substrates studied by Newcomb26,30,32,83 but not only in
this series. Thus, the VB model of the rebound in Figure
60 was used83 to predict and rationalize the variation of the
rebound barrier with the change of the proximal axial ligand
from thiolate to imidazole and to PhSO3, and for the change
of the metal from Fe to Ru. As can be seen from Figure 60,
the promotion gap for the HS rebound depends also on the
energy difference between the low lying π*FeO orbital and
the higher lying σ*z2 orbital. The latter orbital is affected by
the antibonding interaction of the metal with the axial ligand.
Therefore, in heme complexes, the σ*z2 orbital is less
antibonding and lower in energy, thus lowering the rebound

Figure 62. DFT(B3LYP/LAVCP) transition state structures (Å)
and degree of charge transfer from the alkane to Cpd I, QCT, for
N,N-dimethylaniline vs toluene. QCT is determined from NBO
charges computed with the LACV3P+(Fe)/6-311+G*(rest) basis.174

The charges are given in the quartet (doublet) states, respectively.

Figure 63. DFT(B3LYP/LACV3P+/6-311+G*) computed spin
densities for the N-methylene-N-methylaniline radical and the TSH

species for hydrogen abstraction by Cpd I.174 The spin densities
are given in the quartet (doublet) states, respectively.
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barrier, while, in the Ru-Cpd I, the σ*z2 orbital lies very high,
since Ru is a much stronger binder of ligand than Fe, and
hence the rebound barrier is much larger. Another prediction
of the model in Figure 60 is that different P450 isozymes
should exhibit different amounts of rearrangement for a given
substrate as a result of the stronger or weaker binding strength
between iron and the cysteine ligand of the particular
isozyme. There is ample evidence in the literature that the
amount of rearrangement for a given probe substrate depends
on the identity of the P450 isozyme, and while this does not
prove the correctness of the prediction, still the prediction
is clearly testable by a combination of QM/MM calculations
and experimental means.

5.3. Summary of Valence Bond Modeling of P450
Reactivity

All in all, the VB diagram model provides a good rationale
for the computational and experimental findings on various
aspects of P450 hydroxylation. VB modeling of the H-
abstraction barrier shows, according to eqs 6-9, that the
promotion gap depends on BDECH, which can be used to
estimate barriers quickly from experimental BDE values,
without having to compute the REAlk• quantities. In fact, eq
3 has the form of the barrier equation, eq 6, with f ) 0.293
and B ) 39.6 kcal mol-1, except that the promotion gap will
here simply be 2 BDECH. In any event, the barrier equation
shows the usefulness of BDECH, but the correlation with these
quantities has little to do with the original BEP correlation;
it is a correlation with the promotion gap that leads to the
barrier.

While this has not yet been done, the diagrams in Figures
59 and 60 can be used with small modifications (using the
π-charge transfer state for Ψr* and a triplet excited state for
the intermediate curve) to discuss the reactivity and mecha-
nistic aspects of CdC epoxidation. The mechanism of arene
hydroxylation can also find a rationale in the VB diagram
of Figure 59, with the modification that the excited state Ψr*
is a charge transfer state involving an electron transfer from
the π-system of the arene to Cpd I and is thus likely to be
sufficiently low-lying to lead to a transition state with a
hybrid radicalar-cationic character in the arene, as discussed
above (section 4.5) in conjunction with the corresponding
DFT(B3LYP) and DFT(B3LYP)/MM calculations.33,34,38,60

Similarly, heteroatom oxidation, which involves a concerted
mechanism dominated by the LS state, can be accommodated
with a two-state scenario, involving the reactants curve and
the curve that starts at the charge transfer state, Ψr*, which
will be low-lying for sulfides and amines. As such, the VB
method can provide a unified framework for the reactivity
of P450 enzymes.

6. Summary of Reactivity Patterns
Theory shows that Cpd I is a versatile reagent with

uncanny solutions for complex reactions. On the one hand,
it is a two-state triradicaloid reagent (or even a four-state
reagent if one counts the pentaradicaloid states in section
3.7.5), and therefore, it participates in radical-type reactions
that involve bond activation processes on at least two spin
states, with state-specific chemistry, known as TSR or
MSR.26,32,146 At the same time, Cpd I is highly electron
deficient, having an effective overall oxidation state of
V. As such, it participates also in electrophilic reactions,

electron transfer reactions, and bond-reorganization coupled
electron transfer reactions, such as the proton-coupled
electron transfer (PCET) mechanism of P450 StaP.58 Taken
together, Cpd I is a chameleon species that adapts its
electronic structure to the protein environment, to additives
such as water molecules,61,131 ions, etc., and to the substrate
with which it reacts.58 These features are revealed by both
QM-only and QM/MM calculations. Theory shows that
kinetic isotope effect (KIE) measurements can probe TSR
and the reactive spin states of Cpd I, at least for C-H
hydroxylation.166,167 In addition, VB modeling provides an
understanding of the mechanism and reactivity patterns. This
has been demonstrated for C-H hydroxylation,174 but the
principles of this model can clearly be applied to other
reactions as well.

An important aspect that is revealed by the QM/MM
calculations is the biological role of small molecules that
may affect the reactivity of the enzyme. Chief among these
is the water molecule. Placed in strategic positions inside
the enzyme cavity58,61,131 or coming from the surface or the
deep of the protein,73 water molecules act as promoters of
otherwise difficult transformations by lowering reaction
barriers58,61,131 or by bridging the distance separation between
the immobilized substrate and Cpd I reactants.58

7. Concluding Remarks
With current computational capabilities, QM(DFT)-only

and QM(DFT)/MM calculations can be used to investigate
models of cytochrome P450 systems, with typically around
50-100 and up to about 200 atoms (including heme and
substrate, plus a few neighboring residues and water
molecules) in the QM region and with thousands of atoms
(typically around 25000) in the MM region. It has become
apparent by extensive validation studies in several groups
that the current technology is good enough for meaningful
investigations of metalloenzymes such as cytochrome
P450, when using B3LYP as QM(DFT) component, with
medium-size basis sets for geometry optimization and
larger basis sets for single-point energy evaluations;
realistic QM/MM calculations employ electronic embed-
ding and established protein force fields as MM compo-
nent. Higher accuracies are expected by QM/MM methods
with high-level correlated ab initio QM methods (e.g.,
MR-CI). Currently, only a few such calculations have been
published, on Cpd I and other intermediates77,78 in the
catalytic cycle of P450cam and related enzymes.79 This
limited set of calculations has given results that are rather
similar to those from DFT(B3LYP)/MM, but of course more
tests are required to properly assess the quantitative accuracy
of DFT/MM methods in this area.

The QM/MM methods have advanced to the point that
the complete catalytic cycle of a metalloenzyme can now
be studied. In fact, QM/MM calculations have been carried
out for all intermediates of cytochrome P450cam and for most
of the reactions in the catalytic cycle, including the mech-
anism of electron transfer,76 the formation of Cpd 0 and of
Cpd I in the wild-type and various mutant enzymes,159,161,246

and the various reactions catalyzed by the active species,
Cpd I, for example in bond activation (CsH, CdC, aryl,
etc), oxo-transfer (sulfoxidation, N-oxidation, etc.), and C-C
bond coupling reactions. Furthermore, they have addressed
the in-silico design of new mutants, such as the selenocys-
teine mutant of P450,61 which has already received attention
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by the experimental community.64 Coupled with MD simula-
tions, it is now possible to probe the role of the reductase
and to pinpoint the factors that may regulate and make for
a functional catalytic cycle.283

There remain open-ended issues, of course, that will
require further improvements in the theoretical tools. The
DFT(B3LYP)/MM data in Figure 37 seem to suggest a
solution for one of the puzzling open problems, i.e., the
inability to observe the active species Cpd I in P450cam.
The proposed explanation depends on the difference between
the barriers for formation of Cpd I from Cpd 0 and for
H-abstraction from camphor. However, since a question mark
still looms over the accuracy of DFT barriers, these two
reactions should be investigated by more accurate ab initio
QM(MR-CI)/MM calculations, which will hopefully provide
reliable barriers for Figure 37 and allow us to draw more
definitive conclusions on the elusive nature of Cpd I in
P450cam.

Another key aspect is the role of additives on the reactivity
of P450 enzymes. DFT(B3LYP)/MM calculations have so
far demonstrated nicely that Cpd I is a chameleon species
and that various additives and different substrates can
dramatically affect its reactivity patterns (see, for example,
the role of Wat903 in P450cam

61,131 and of Wat789 in P450
StaP58). The potential of the latter concept is far-reaching
and awaits exploration by further theoretical and experimen-
tal studies.

The issue of selectivity is still a sore point, since it is
still hard to understand, e.g., the regioselectivity of CsH
vs CdC activation or of N-demethylation vs sulfoxidation.
As pointed out above, the DFT(B3LYP)/MM results for
the CsH/CdC competition in propene and cyclohexene
oxidation do not reproduce the experimental data.57 This
might require QM(MR-CI)/MM calculations to ascertain
whether the problem is associated with the inaccuracy of
B3LYP barriers or with the lack of sufficient conformational
sampling.

The DFT(B3LYP) and DFT(B3LYP)/MM calculations
invariably find two or more low-lying spin states, which
contribute to reactivity and product formation (in a state-
specific manner). It has indeed been shown that TSR and
MSR scenarios can rationalize many puzzling experimental
observations on P450 reactivity.18,32,285,286 The actual kinetics
of these processes will depend on the probability of spin
crossover. There is a clear need for more quantitative
theoretical studies of spin crossover in order to better assess
the role of TSR and MSR in P450 chemistry. There is a
further need for studying spin-state perturbations, e.g., by
external magnetic and/or electric fields, that may affect the
stereospecificity and selectivity of P450 enzymes.25 This
requires development of DFT(MR-CI)/MM methods to
handle such external fields, as well as experimental studies
of these phenomena.

Dynamical aspects in P450 have generally only been
addressed at the classical force-field level up to now, and it
would certainly be of interest to study them also at higher
QM/MM levels, for example with regard to the biological
role of water molecules in the various proton-relay mecha-
nisms during Cpd 0 and Cpd I formation and in the reactions
of Cpd I (e.g., with regard to the catalytic effect of Wat903

in P450cam reactions61,131 and the mechanistic role of the two
water molecules during aryl-aryl coupling by P450 StaP58,80).
In addition, there is a need for a thorough thermodynamical
analysis of the whole catalytic cycle in P450 enzymes that

includes the reduction steps and their dependence on the
protonation state of the enzyme.

Finally, a treatment of plant P450s is still missing. Some
of these P450 enzymes are interesting because they do
not use exogenous oxygen, but rather activate hydroper-
oxides of polyunsaturated fatty acids to catalyze several
remarkable reactions.421 Investigation of these mechanisms
may provide more insight into the uncanny ability of P450
enzymes to find solutions for performing complex transfor-
mations.

8. Abbreviations
AC aldehyde complex
Alk alkyl
AlkH alkane
AO arene oxide
APX ascorbate peroxidase
Arg arginine
Asn asparagine
Asp aspartic acid
B2W a basis set consisting of Wachters basis (with

polarization and diffuse f) on iron, and 6-31G*
on the atoms of the first coordination shell

B3LYP a hybrid functional used in DFT consisting of
20% Hartree-Fock and 80% Becke88 ex-
change combined with the Lee-Yang-Parr
correlation functional

BDE bond dissociation energy
BEP Bell-Evans-Polanyi
BFCET bond-formation coupled electron transfer
BHLYP a hybrid functional used in DFT, consisting of

half Hartree-Fock and half Becke88 exchange
combined with the Lee-Yang-Parr correla-
tion functional

BLYP a pure gradient functional used in DFT, consist-
ing of Becke88 exchange combined with the
Lee-Yang-Parr correlation functional

BO ferric benzene oxide complex
BP86 a pure gradient corrected functional used in DFT

consisting of Becke88 exchange and Perdew86
correlation functional

CAM camphor
CASSCF complete active space self-consistent field method
CASPT2 multiconfigurational second-order perturbation

theory
CB cooperative binding
CcP cytochrome c peroxidase
CCSD(T) coupled cluster method with single and double

excitations, and a perturbative treatment of
triple excitations

CI configuration interaction
CPA chromopyrrolic acid
Cpd 0 ferric hydroperoxide species in heme protein
Cpd I the active species of heme enzymes, Compound

I, involving Fe(IV)O and a porphyrin radical
cation

Cpd II one-electron reduced species of Cpd I
CPO chloroperoxidase
CYP cytochrome P450
Cys cysteine
D251N a mutant of P450cam in which Asp251 is replaced

by asparagine (N)
def2-TZVP a triple � quality basis set of Ahlrichs and co-

workers (TURBOMOLE notation)
DFT density functional theory
DFT/MM a density functional/molecular mechanical method,

a variant of QM/MM
DHA dual hydrogen transfer
Dia diazepam
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DMA N,N-dimethylaniline
DMS dimethyl sulfide
DNA deoxyribonucleic acid
DZ double � basis set
DZP double � basis set with polarization
EC ferric epoxide complex
EEF external electric field
EPR/ENDOR electron paramagnetic resonance/electron-nuclear

double resonance
ESEEM electron spin echo envelope modulation spectros-

copy
ESP electrostatic potential
EXAFS extended X-ray absorption fine structure
ext-SCys extended cysteinate
FO face-on
fs femtosecond
GGA generalized gradient approximation
Gln glutamine
Glu glutamic acid
Gly glycine
H4B tetrahydrobiopterin
HAT H-atom abstraction
HCB hexachlorobenzene
HF Hartree-Fock
HFB hexafluorobenzene
His histidine
HO heme oxygenase
HOMO highest occupied molecular orbital
HRP horseradish peroxidase
HS high spin
I intermediate
Ile isoleucine
IP ionization potential
K ketone
KIE kinetic isotope effect
KSIE kinetic solvent isotope effect
L358P a P450 mutant created by replacement of leucine

358 (Leu358) by proline
LACV3P++** a triple � basis set augmented with diffuse and

polarization functions describing the valence
orbitals on the transition metal (the core is
described by an effective core potential), com-
bined with 6-311++G** for other atoms

LACV3P+* a triple � basis set augmented with diffuse and
polarization functions describing the valence
orbitals on the transition metal (the core is
described by an effective core potential), com-
bined with 6-311+G* for other atoms

LACVP a double � basis set describing the valence orbit-
als on the transition metal (the core is described
by an effective core potential), combined with
6-31G on all other atoms

LDA local density approximation
Leu leucine
LFP laser flash photolysis
LS low spin
Lys lysine
M06 M06 suite of density functionals of Truhlar and

co-workers
Mb myoglobin
MD molecular dynamics
MM molecular mechanics
MR-CI multireference configuration interaction
MSR multistate reactivity
NADH reduced nicotinamide adenine dinucleotide
NIH shift a chemical rearrangement where a hydrogen atom

on an aromatic ring undergoes an intramolecu-
lar migration, primarily during a hydroxyla-
tion relation

NOS nitric oxide synthase
ns nanosecond

OLYP a pure gradient functional used in DFT, consist-
ing of Handy’s OPTX modification of Becke’s
exchange combined with the Lee-Yang-Parr
correlation functional

P products (in benzene hydroxylation, P also refers
to phenol)

P450 cytochrome P450 enzymes
PBE Perdew, Burke, and Ernzerhof exchange-correla-

tion functional
PCET proton-coupled electron transfer
PDX putidaredoxin
PHBH p-hydroxybenzoate hydroxylase
pKa pKa ) -logKa, Ka is the dissociation constant of

an acid
Por porphyrin or porphine
PPIX protoporphyrin IX, the native porphyrin for heme

enzymes
ps picosecond
PT proton transfer
QCT charge transfer
QM quantum mechanics
QM/MM a hybrid method that couples a quantum mechan-

ical (QM) method and a molecular mechanical
(MM) method. The QM method can be DFT,
hence QM(DFT)/MM.

QSAR quantitative structure-activity relationship
R reactant state
RC reactant complex
RE reorganization energy
RI resolution of identity
ROB3LYP restricted open-shell B3LYP
SC suicidal complex
SCys cysteinate
SET single electron transfer
SMe methyl mercaptide
SO side-on
SSM single-state mechanism
STA staurosporine
SV(P) split-valence basis set with valence polarization

of Ahlrichs and co-workers
T252A a P450 mutant created by replacement of threo-

nine 252 (Thr252) by alanine
T252G a P450 mutant created by replacement of threo-

nine 252 (Thr252) by glycine
T252S a P450 mutant created by replacement of threo-

nine 252 (Thr252) by serine
T252V a P450 mutant created by replacement of threo-

nine 252 (Thr252) by valine
T252X a P450 mutant created by replacement of threo-

nine 252 (Thr252) by amino acid X
Thr threonine
TMA trimethylamine
Trp tryptophan
TS transition state
TSE epoxidation transition state
TSH hydroxylation transition state
TSR two-state reactivity
Tyr tyrosine
TZ triple � basis set
TZVP a valence triple � with valence polarization basis

set of Ahlrichs and co-workers
TZVPP a valence triple � with valence multiple polariza-

tion basis set of Ahlrichs and co-workers,
including 2p, 1d polarization functions for H,
and 2d, 1f polarization functions for heavy
atoms

UB3LYP unrestricted B3LYP
VB valence bond
Wat water molecule
WT wild type (native enzyme)
ZPE zero point energy
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10. Note Added in Proof
A recent paper used DFT/MM calculations for the mech-

anism of Cpd I formation in CYP51. The authors found a
heterolytic mechanism like the one described in ref. 70 for
HRP, alongside an energetically close hybrid homolytic-
heterolytic mechanism like the one presented here. See: Sen,
K.; Hackett, J. C. J. Phys. Chem. B 2009, 113, 8170-8182.
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J. Quantum Chem. 2003, 93, 229–244.
(91) Ridder, L.; Mulholland, A. J. Curr. Top. Med. Chem. 2003, 3, 1241–

1256.
(92) Friesner, R. A.; Guallar, V. Annu. ReV. Phys. Chem. 2005, 56, 389–

427.
(93) Senn, H. M.; Thiel, W. Top. Curr. Chem. 2007, 268, 173–290.
(94) Senn, H. M.; Thiel, W. Curr. Opin. Chem. Biol. 2007, 11, 182–187.
(95) Lin, H.; Truhlar, D. G. Theor. Chem. Acc. 2007, 117, 185–199.
(96) Hu, H.; Yang, W. T. Annu. ReV. Phys. Chem. 2008, 59, 573–601.
(97) Senn, H. M.; Thiel, W. Angew. Chem., Int. Ed. 2009, 48, 1198–

1229.
(98) Heyden, A.; Lin, H.; Truhlar, D. G. J. Phys. Chem. B 2007, 111,

2231–2241.
(99) Riccardi, D.; Schaefer, P.; Cui, Q. J. Phys. Chem. B 2005, 109,

17715–17733.
(100) Benighaus, T.; Thiel, W. J. Chem. Theory Comput. 2008, 4, 1600–

1609.
(101) Svensson, M.; Humbel, S.; Froese, R. D. J.; Matsubara, T.; Sieber,

S.; Morokuma, K. J. Phys. Chem. 1996, 100, 19357–19363.
(102) Zhao, Y.; Truhlar, D. G. Theor. Chem. Acc. 2008, 120, 215–241.
(103) Siegbahn, P. E. M. J. Biol. Inorg. Chem. 2006, 11, 695–701.
(104) Claeyssens, F.; Harvey, J. N.; Manby, F. R.; Mata, R. A.; Mulholland,
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